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Abstract
As SDN becomes the backbone of today’s cloud and enterprise
infrastructure, its security evaluation remains scattered and incon-
sistent. A persistent gap exists in current frameworks regarding
transparently and speci!cally assessing the impact of SDN attacks
and the e"ectiveness of corresponding defenses. General-purpose
tools like CVSS overlook critical SDN characteristics—scalability,
vendor independence, resource constraints, and operational visi-
bility—essential for measuring impact. Platform-speci!c systems
(e.g., ONOS, OpenDaylight) su"er from inconsistent criteria, limited
cross-vendor applicability, and opaque scoring processes. Moreover,
many impactful SDN attacks remain untracked in CVE databases
due to disclosure barriers and the opaque nature of the SDN ecosys-
tem. To address these gaps, we present Odin, an open-source, light-
weight framework for evaluating SDN security in cloud and enter-
prise environments. Odin scores attack impact and defense e"ective-
ness across three dimensions: technical severity, resource feasibility,
and operational visibility. Applied to 20 real-world attack–defense
scenarios—including underreported cases—Odin o"ers more con-
textualized prioritization and actionable insights than CVSS. Our
results show that Odin scores align with or exceed CVSS ratings for
all evaluated attacks, while also capturing defenses’ e"ectiveness
and operational trade-o"s. By providing transparency, tunability,
and SDN-speci!c relevance, Odin helps researchers and practition-
ers assess risk and improve resilience across varied deployment
environments.
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1 Introduction
Software-De!ned Networking (SDN) has changed how networks
are designed and managed by providing centralized control and
scalable automation. Because of this, SDN has become a key technol-
ogy powering modern infrastructure, with widespread use across
cloud services, enterprise networks, data centers, and telecom
systems. With a projected global market exceeding 60 billion by
2028 [31], SDN now underpins the connectivity demands of large-
scale, mission-critical environments. Architectural standards such
as RFC 7426 [52] and RFC 8342 [43] further underscore its grow-
ing maturity and standardization. This rapid evolution has also
expanded the SDN attack surface. Threat actors increasingly ex-
ploit SDN-speci!c components — controllers, APIs, data stores, and
programmable logic—yet mainstream security scoring frameworks
fail to capture these vulnerabilities’ impact accurately. General-
purpose systems like CVSS [91], EPSS [17], and SSVC [8] overlook
key features—such as scalability and vendor independence—that
are essential for accurately assessing impact in SDN environments.
Meanwhile, controller-speci!c e"orts (e.g., OpenDaylight’s internal
ratings [21]) remain opaque, inconsistent, and non-portable across
SDN platforms.

To address these gaps, we introduce Odin, an open-source frame-
work for evaluating SDN attack impact and defense e"ectiveness
in cloud and enterprise environments . Odin de!nes a structured,
SDN-speci!c scoring model incorporating technical severity, re-
source feasibility, and operational visibility. Unlike existing ap-
proaches, Odin supports the evaluation of both attacks and de-
fenses, integrates temporal factors, and remains vendor-neutral
and extensible. Grounded in an analysis of 20 real-world SDN at-
tack and defense case studies—including scenarios overlooked in
CVE databases—Odin highlights risk dimensions that conventional
tools miss. The framework is a lightweight, modular web app to
enable practical adoption by cloud operators, security analysts,
researchers, and SDN vendors. Our contributions are as follows:

(1) We present Odin, the !rst open-source, SDN-speci!c frame-
work for structured, comparative evaluation of attack impact
and defense e"ectiveness across cloud and enterprise set-
tings.

(2) We apply Odin to 20 real-world case studies, demonstrat-
ing how it complements existing systems like CVSS while
o"ering richer, SDN-aware prioritization insights.

By addressing the limitations of traditional scoring systems, Odin
provides a transparent, extensible, and SDN-speci!c approach
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to security evaluation—supporting more informed, cloud-aware
decision-making in an increasingly programmable network ecosys-
tem.

2 Background
This section provides an overview of SDN architecture, typical
evaluation environments, and representative real-world attacks
and defenses—laying the foundation for understanding the moti-
vation and scope of our framework in cloud and enterprise SDN
deployments.

2.1 The SDN Stack
SDN’s layered architecture—shown in Figure 1—underpins many
cloud-scale and enterprise networks today.

2.1.1 Application Plane. At the right, SDN applications—such as
load balancers and !rewalls—interact with the SDN controller via
northbound APIs to de!ne network policies and con!gurations.
Currently, no universal standard governs these northbound inter-
faces, leading to diversity in implementations.

2.1.2 Control Plane (CP). The control plane acts as the central-
ized “brain” of the network, managing #ow rules, topology, and
policy enforcement. Widely used open-source controllers include
OpenDaylight [30], ONOS [28] (Java-based), Ryu [14], POX [34]
(Python-based), and NOX [59] (C/C++-based). The controller main-
tains two key datastores [43]: the con!guration datastore holding
intended network state, and the operational datastore re#ecting
the live network state. Core services within controllers handle rule
dissemination, event tracking, and policy enforcement—functions
that become more complex and critical at enterprise or multi-tenant
cloud scales.

2.1.3 Network/Data Plane (DP). The data plane comprises physical
or virtual switches, routers, links, and hosts. The southbound inter-
face—most commonly OpenFlow [82]—connects the control plane
to the data plane, enabling controller-driven forwarding and packet
processing. Test environments range from logical emulations (e.g.,
Mininet [23]) to physical testbeds with commercial switches (IBM
RackSwitch [65], Juniper MX [87], Pica8) and real servers, enabling
scalable experimentation across both cloud and enterprise network
conditions.

We conceptualize SDN as comprising !ve key components: (i)
SDN applications in the application plane, (ii) the SDN controller
in the control plane, (iii) switches and routers in the data plane, (iv)
the northbound communication channel, and (v) the southbound
communication channel.

2.2 SDN Evaluation Environments
Evaluating SDN security relies on three broad environments, dis-
cussed below.

2.2.1 Theoretical Environment. Formal models—including logic
veri!cation [68, 69], complexity analysis [70], and probabilistic
models (e.g., Monte Carlo [117], Markov chains [64])—are used to
assess SDN behavior in idealized settings. These models help reason
about systemic properties and are especially useful for verifying
security at scale in enterprise or cloud deployments.

Figure 1: SDN architecture: Apps con!gure the network via
the controller (northbound APIs); the controller enforces
changes through southbound interfaces and maintains state
in data stores.
2.2.2 Simulation Environment. For SDN simulation experiments,
Mininet [23] is the most widely used tool, with others including
Netty [26], Nmap [27], and Netcat [24]. Automated scripts [54,
62], cross-tra$c emulators [41], and publicly available networking
datasets [6, 10] can be used to generate simulation tra$c. Virtual
labs like Thoth Lab [32], GENI [19, 55], and OpenStack [92] are
used to create simulated networks.

2.2.3 Real-World Experimentation. ESnet [15], Internet Topology
Zoo [12], and .pcap traces [25] o"er real tra$c for evaluation
in physical testbeds. Case studies span small labs [53, 90] to
production-scale cloud networks [22, 51], demonstrating SDN’s
exposure in operational environments.

2.3 SDN Attacks-SDN Defenses
We reviewed 42 SDN attack and 45 defense strategies published
between 2018–2024 (listed in Table 10, Appendix 8), covering all
architectural layers. These span data plane reconnaissance [48],
control-plane DoS [96], and northbound privilege escalation, as
well as cloud-integrated attacks and defenses targeting scalable and
dynamic controller operations. Defenses include formal veri!ca-
tion [99], architectural techniques like Moving Target Defense [94],
and platform-speci!c patches [66]. This body of work highlights
recurring challenges—multi-layer vulnerabilities, slow defense de-
ployment, and inconsistent impact reporting—which are particu-
larly pressing in cloud and enterprise networks.

Our framework builds on these insights by enabling systematic,
side-by-side comparisons of attack severity and defense robustness
in realistic deployment contexts. It is designed to bridge the gap
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Table 1: Assessment of Key Frameworks and Initiatives for SDN Security Assessment.

(Notations: ! → Partially Covered, ✁ → Not Covered, N/A → Not Available.)
Vulnerability-Resilience Management

Framework
SDN

Speci!c
Assessment
(Attacks)

Assessment
(Defenses)

Primary
Assessment

Resource
Assessment

Visibility
Assessment

Common Vulnerability Scoring System
(CVSS) [91]

No Yes No ! ✁ ✁

Exploit Prediction Scoring System (EPSS) [17] No Yes No ! ✁ ✁

Stakeholder-Speci!c Vulnerability
Categorization (SSVC) [8]

No Yes No ! ✁ ✁

Vulnerability Priority Rating (VPR) [33] No Yes No ! ✁ ✁

FloodLight Assessment System [18] Yes N/A N/A N/A N/A N/A
ODL Assessment System [21, 30] Yes Yes Yes ! N/A N/A
ONOS Assessment System [21, 28] Yes Yes Yes ! N/A N/A

Ericson Cloud SDN Assessment System [13] Yes N/A N/A N/A N/A N/A
Huawei Agile Assessment System [35] Yes N/A N/A N/A N/A N/A

Juniper Networks SDN [87] Yes N/A N/A N/A N/A N/A
Cisco SDN [56] Yes N/A N/A N/A N/A N/A
IBM SDN [65] Yes N/A N/A N/A N/A N/A
DELTA [78] Yes No No N/A N/A N/A
Sphinx [53] Yes No No N/A N/A N/A

Open Networking Foundation (ONF) [29] Partly N/A N/A N/A N/A N/A
European Telecommunications Standards

Institute (ETSI) [16]
Partly N/A N/A N/A N/A N/A

International Telecommunication Union
(ITU-T) [20]

Partly N/A N/A N/A N/A N/A

Odin Yes Yes Yes ✂ ✂ ✂

between academic evaluations and practical, cross-platform SDN
risk assessment in modern network environments.

3 The Evaluation Gap in SDN Security
As SDN continues to rede!ne how networks are architected and
managed—especially in cloud and enterprise environments—its se-
curity landscape grows increasingly complex. Yet, there remains
no principled, SDN-speci!c framework for evaluating both the im-
pact of attacks (e.g., scalability, visibility) and the e"ectiveness of
defenses. Existing approaches—from generic scoring systems to
vendor-speci!c tools and academic prototypes—remain fragmented,
opaque, or fundamentally misaligned with the architectural realities
of SDN. This absence of a uni!ed evaluation standard undermines
risk prioritization, slows mitigation planning, and hinders the abil-
ity to compare defenses across platforms and deployments. In this
paper, we revisit these gaps to motivate the design of Odin.

3.1 Generic Rating Systems
CVSS [91] remains the most widely adopted vulnerability scoring
system, but it was never designed to assess the impact of attacks in
programmable, modular environments like Software-De!ned Net-
working (SDN). It lacks support for critical SDN-speci!c properties
such as vendor neutrality and architectural scalability—all essential
for accurately measuring attack impact. More importantly, CVSS is
attack-focused and entirely omits defense evaluation, o"ering no
mechanism to assess how e"ectively an attack can be mitigated or
at what operational cost.

Other general-purpose frameworks—such as EPSS [17], SSVC [8],
and VPR [33]—inherit these same limitations. While they o"er use-
ful heuristics for exploitability and prioritization, they fall short

in capturing the dynamic, programmable, and defense-aware na-
ture of SDN environments. As a result, these tools fail to support
meaningful security assessment in cloud-scale SDN deployments.

3.2 SDN Platform-Speci!c Tools
Several SDN controller platforms have introduced their own vul-
nerability and resilience rating features. OpenDaylight (ODL) [30]
maintains a proprietary scoring system, but it is closed-source and
ecosystem-locked [21]. FloodLight [18] and ONOS [28] either pro-
vide no public evaluation data or lack structured scoring models.

Commercial solutions from Ericsson [13], Huawei [35],
Cisco [56], Juniper [87], and IBM [65] similarly depend on internal,
non-transparent methods. These fragmented e"orts make cross-
vendor evaluation impossible, sti#e collaboration, and prevent re-
producibility in security research.

3.3 Academic Security Tools for SDN
Academic work has produced essential tools for SDN threat detec-
tion—e.g., DELTA [78] and Sphinx [53]—but these focus on runtime
analysis rather than structured evaluation. They do not assign
severity scores, assess defense robustness, or support comparative
benchmarking. Ivki% et al.’s security framework [67] makes strides
toward SDN-speci!c modeling. However, it still lacks a quantita-
tive, metric-driven evaluation of attack and defense pairs, especially
regarding operational cost, technical feasibility, and real-world de-
ployment tradeo"s.

3.4 Open Standards and Community Initiatives
Standardization bodies such as ONF [29], ETSI [16], and ITU-T [20]
have laid foundational principles for SDN security but stop short
of de!ning how to measure it. They identify security requirements
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Table 2: The Formal Details of the Odin Framework.

Primary (Common) Assessment Metrics: Used to evaluate the severity-robustness of an SDN attack-defense (Tables 3 and 4).
Temporal Primary (TP) Assessment Metrics: Accounts for temporal changes in the values of primary assessment metrics (Tables 12 and 13, Appendix 10.1).

Primary Attack-Impact Score =
5∑

𝐿=1
𝐿𝐿 +

9∑
𝑀=6

𝐿𝑀𝑀 (1)

where 𝐿𝐿 (𝑁 = 1, 2, 3, 4, 5) denotes the primary assessment metrics, and 𝐿𝑀 𝑀 (𝑂 = 6, 7, 8, 9) denotes the primary assessment metrics speci!c to SDN attacks.

Primary Defense-E"ectiveness Score =
5∑

𝐿=1
𝐿𝐿 +

7∑
𝑁=6

𝐿𝑃𝑁 (2)

where 𝐿𝐿 (𝑁 = 1, 2, 3, 4, 5) denotes the primary assessment metrics, and 𝐿𝑃𝑁 (𝑄 = 6, 7) denotes the primary assessment metrics speci!c to SDN defenses.
Primary Attack-Impact Score Range: Low (0.0 - 1.0), Medium (> 1.0 - 3.25), High (> 3.25 - 6.5), Critical (> 6.5 - 9.0);
Primary Attack-Impact Score Interpretation: Least Severe (0.0) - Most Severe (9.0);
Primary Defense-E"ectiveness Score Range: Low (0.0 - 0.75), Medium (> 0.75 - 2.5), High (> 2.5 - 5.0), Critical (> 5.0 - 7.0);
Primary Defense-E"ectiveness Score Interpretation: Least Robust (0.0) - Most Robust (7.0);
Rating Levels for Primary (P) Assessment Metrics: PL0, PL1, PL2, PL3;
Rating Levels for Temporal Primary (TP) Assessment Metrics: TPL0, TPL1, TPL2, TPL3, TPL4;

Resource (R) Assessment Metrics: Used to generate a resource score to indicate resource requirement (Table 5).
Temporal Resource (TR) Assessment Metrics: Accounts for temporal changes in the values of resource assessment metrics (Table 14, Appendix 10.2).

Resource Score =
4∑

𝑂=1
𝑅𝑂 (3)

where 𝑅𝑂 (𝑆 = 1, 2, 3, 4) denotes the resource assessment metrics.

Resource Score Range: Low (0.0 - 0.5), Medium (> 0.5 - 1.5), High (> 1.5 - 3.0), Critical (> 3.0 - 4.0);
Resource Score Interpretation: Least Expensive (0.0) - Most Expensive (4.0);
Rating Levels for Resource (R) Assessment Metrics: RL0, RL1, RL2, RL3;
Rating Levels for Temporal Resource (TR) Assessment Metrics: TRL0, TRL1, TRL2, TRL3, TRL4;

Visibility (V) Assessment Metrics: Used to generate a visibility score to indicate prominence of an SDN attack-defense (Table 6).
Temporal Visibility (TV) Assessment Metrics: Accounts for temporal changes in the values of visibility assessment metrics (Table 15, Appendix 10.3).

Visibility Score =
2∑

𝑃=1
𝑇𝑃 (4)

where𝑇𝑃 (𝑈 = 1, 2) denotes the visibility assessment metrics.
Visibility Score Range: Low (0.0 - 0.25), Medium (> 0.25 - 0.75), High (> 0.75 - 1.5), Critical (> 1.5 - 2.0);
Visibility Score Interpretation: Least Prominent (0.0) - Most Prominent (2.0);
Rating Levels for Visibility (V) Assessment Metrics: VL0, VL1, VL2, VL3;
Rating Levels for Temporal Visibility (TV) Assessment Metrics: TVL0, TVL1, TVL2, TVL3, TVL4;

but do not provide operational frameworks for evaluating threat
impact or mitigation strategies in evolving SDN infrastructures.

3.5 Towards SDN-Aware Security Assessment
To close these gaps, the SDN community requires a rigorous frame-
work that integrates impact assessment, defense e"ectiveness, and
operational cost. We introduce Odin, a domain-speci!c scoring sys-
tem that evaluates both SDN attacks and defenses in SDN deploy-
ments across cloud and enterprise environments. Odin evaluates
security events across four core dimensions: impact (disruption po-
tential of attacks), robustness (e"ectiveness of defenses), resource re-
quirements (cost, time, and expertise), and visibility1 (strategic or op-
erational prominence). Unlike CVSS, Odin captures programmable
modular networks’ architectural and operational nuances. Unlike
vendor-speci!c tools, it is open-source, vendor-neutral, and built for
reproducibility. And unlike prior academic approaches, it supports
1This term is discussed in greater detail in Section 4.5.

structured, side-by-side comparisons to inform real-world security
decisions.

This paper presents the Odin scoringmethodology, its web-based
implementation, and an evaluation of 20 real-world SDN attack and
defense scenarios. This work aims to advance rigorous, interopera-
ble, and reproducible tooling for SDN security assessment—tailored
to the unique demands of modern cloud and enterprise networks.

4 System Design
Practical SDN security evaluation requires more than just iden-
tifying threats—it demands a structured, repeatable method for
assessing the impact of attacks, the robustness of defenses, the fea-
sibility of execution (i.e., resource requirements), and the visibility
or operational relevance of each scenario.

4.1 Design Philosophy
The Odin framework addresses this need through a metric-based
scoring model structured around three key dimensions: technical
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impact or robustness, operational feasibility, and strategic signif-
icance. These dimensions are grounded in a review of over 40
SDN security papers (listed in Table 10, Appendix 8) and a critical
analysis of widely adopted evaluation frameworks (summarized in
Table 1). While tools like CVSS [91] and STRIDE [72] o"er general-
purpose guidance, they fall short of capturing the modular, pro-
grammable, and evolving nature of SDN deployments—especially
in cloud-integrated environments. Our design philosophy is rooted
in real-world applicability: we aim to support scoring that re#ects
technical correctness and coverage, deployment feasibility, and
broader operational impact. To this end, Odin de!nes the following
metric categories:

(1) Primary Assessment Metrics capture core technical prop-
erties—such as correctness, scalability, vendor independence,
reproducibility, and complexity—that shape the severity, gen-
eralizability, and mitigability of SDN attacks and defenses.
This category comprises eleven metrics: !ve common to
both attacks and defenses, four speci!c to attacks, and two
exclusive to defenses.

(2) Resource Assessment Metrics evaluate the practical fea-
sibility of executing or deploying an attack or defense, cov-
ering dimensions such as operation time, equipment cost,
workforce size, and expertise level. These four metrics re#ect
the operational burden associated with real-world exploita-
tion or mitigation.

(3) Visibility Assessment Metrics assess the symbolic or
strategic prominence of a given attack or defense, incor-
porating factors such as public exposure, research venue,
and broader societal or policy impact. This category includes
two metrics: visibility via venue and social impact.

To capture how feasibility and credibility evolve over time, each
metric is paired with a corresponding temporal variant, allowing
dynamic reassessment as new information emerges (e.g., defenses
become outdated, or attacks become easier to replicate). The only
exception is the Venue subscore under Visibility, which is !xed at
the time of publication and does not change temporally.

This clear partitioning allows consistent, transparent, and SDN-
aware evaluation across a wide variety of attack and defense sce-
narios. Practitioners can use these metrics to prioritize mitigations
based on both technical risk and operational feasibility. Researchers
and vendors can use the same scoring framework to benchmark
innovations, track performance over time, and compare results
against a uni!ed, reproducible metric space.

4.2 Algorithm 1 Rationale
To enable fair, interpretable, and repeatable evaluation across di-
verse SDN attack and defense scenarios, the Odin framework em-
ploys a normalized scoring algorithm that maps raw metric values
into structured severity or e"ectiveness bands.

Metrics are organized into four main categories—primary, re-
source, visibility, and their temporal variants—and rated using dis-
crete ordinal levels. The base scale has four levels: Level 0 (0.0),
Level 1 (0.25), Level 2 (0.5), and Level 3 (1.0). Temporal
metrics re!ne this to !ve levels by adjusting Level 3 to 0.75 and
adding Level 4 (1.0), enabling !ner tracking of changes over
time.

Algorithm 1 Score Range Computation for Odin Framework
(A step-by-step walkthrough of the Visibility score range computation is

provided in Appendix 9.)
Input:

1: De!ne metric counts:
2: 𝑉 = number of primary attack-impact metrics
3: 𝑊 = number of primary defense-e"ectiveness metrics
4: 𝑋 = number of resource metrics
5: 𝑌 = number of visibility metrics

6: De!ne ordered list rating_levels = [0.0, 0.25, 0.5, 1.0]
7: De!ne ordered list temporal_levels = [0.0, 0.25, 0.5, 0.75, 1.0]

8: De!ne categories = {primary (common), primary (attack-impact), pri-
mary (defense-e"ectiveness), resource, visibility}

9: De!ne temporal_categories = {temporal primary (common), temporal
primary (attack-impact), temporal (defense-e"ectiveness), temporal
resource, temporal visibility}

10: for cat in categories do
11: Determine metric count 𝑍 for category:
12: if cat == primary attack-impact then
13: 𝑍 = 𝑉
14: else if cat == primary defense-e"ectiveness then
15: 𝑍 = 𝑊
16: else if cat == resource then
17: 𝑍 = 𝑋
18: else
19: 𝑍 = 𝑌
20: end if
21: Initialize index 𝑁 = 1 and 𝑎𝑏𝑐𝑑𝑒_𝑎𝑁𝑆𝑁𝑓 = 0.0
22: for severity in {low, medium, high, critical} do
23: if 𝑁 ↑ 3 then
24: 𝑔 = ↓𝑍/2↔
25: Set 𝑕𝑖𝑏𝑒𝑑 [𝑕𝑑𝑗𝑑𝑒𝑁𝑓𝑘 ] .𝑎𝑏𝑐𝑑𝑒 = 𝑎𝑏𝑐𝑑𝑒_𝑎𝑁𝑆𝑁𝑓
26: Set 𝑕𝑖𝑏𝑒𝑑 [𝑕𝑑𝑗𝑑𝑒𝑁𝑓𝑘 ] .𝑙𝑚𝑚𝑑𝑒 =
27: 𝑒𝑛𝑓𝑁𝑈𝑜_𝑎𝑑𝑗𝑑𝑎𝑕 [𝑁↗1] · (𝑍↗𝑔 ) + 𝑒𝑛𝑓𝑁𝑈𝑜_𝑎𝑑𝑗𝑑𝑎𝑕 [𝑁 ] · 𝑔
28: 𝑎𝑏𝑐𝑑𝑒_𝑎𝑁𝑆𝑁𝑓 = 𝑕𝑖𝑏𝑒𝑑 [𝑕𝑑𝑗𝑑𝑒𝑁𝑓𝑘 ] .𝑙𝑚𝑚𝑑𝑒
29: 𝑁 ↘ 𝑁 + 1
30: else
31: 𝑕𝑖𝑏𝑒𝑑 [𝑕𝑑𝑗𝑑𝑒𝑁𝑓𝑘 ] .𝑎𝑏𝑐𝑑𝑒 = 𝑎𝑏𝑐𝑑𝑒_𝑎𝑁𝑆𝑁𝑓
32: 𝑕𝑖𝑏𝑒𝑑 [𝑕𝑑𝑗𝑑𝑒𝑁𝑓𝑘 ] .𝑙𝑚𝑚𝑑𝑒 = 𝑒𝑛𝑓𝑁𝑈𝑜_𝑎𝑑𝑗𝑑𝑎𝑕 [𝑁↗1] · 𝑍
33: end if
34: end for
35: end for
36: for cat in temporal_categories do
37: Repeat same process using temporal_levels list
38: end for

To avoid arbitrary thresholds, the algorithm dynamically par-
titions each category’s total score range into four bands—Low,
Medium, High, and Critical. This ensures proportional scaling, pre-
venting larger categories (e.g., attack impact) from overshadow-
ing smaller ones (e.g., visibility). Band boundaries are computed
through weighted interpolation of adjacent rating levels, using a
running variable, lower_limit, to update boundaries iteratively.
Temporal metrics use the same approach with !ner granularity
to capture evolving urgency, feasibility, or prominence—such as
exploit disclosure or mitigation deployment—without changing
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Table 3: Primary Assessment Metrics (P-series) in the Odin Framework for Evaluating SDN Security.

(Notation: CP→ Control Plane, DP→ Data Plane, (≃) → Reduced by, ( |) → OR, (&)→ AND, PLX → Rating Level X where X = 0, 1, 2, 3).
Metric Metric Description Value Level Score Value Explanation

𝐿1. Correctness Measures degree of PL0 0.0 Unknown or missing details.
veri!ed correctness PL1 0.25 Veri!ed only in theoretical models or simulation.
of an SDN attack or PL2 0.5 Veri!ed in both theoretical models and simulation.

defense. PL3 1.0 Veri!ed in real SDN deployments.
𝐿2. Scalability Measures evaluation PL0 0.0 Unknown or untested scalability.

scale. PL1 0.25 Tested on small topologies (e.g., ↑ 20 nodes).
PL2 0.5 Tested on moderate topologies (e.g., 10–50 nodes) with latency and #ow table

stress representative of enterprise-scale networks.
PL3 1.0 Tested on large-scale SDN deployments (i.e., 50+ nodes, multi-domain or

datacenter-scale) representative of cloud-scale operations.
𝐿3. Vendor Measures PL0 0.0 Veri!ed for only one minor SDN platform or vendor.

Independence generalizability PL1 0.25 Veri!ed for one major vendor’s controller or switch.
across SDN PL2 0.5 Veri!ed across at least two vendor-speci!c SDN controller or switch stacks.
platforms. PL3 1.0 Veri!ed across three or more major controllers or switch combinations (e.g.,

ODL+OpenFlow+FloodLight).
𝐿4. Reproducibility Measures how easily PL0 0.0 No code or con!guration access (e.g., proprietary, undocumented platform).

the attack or defense PL1 0.25 Approximately 25% reproducible (partial scripts and code availability).
can be reproduced. PL2 0.5 Approximately 50% reproducible.

PL3 1.0 Fully reproducible attack or defense stack (e.g., open-source scripts).
𝐿5. Complexity Measures complexity

of integrating
PL0 0.0 Impractical for production systems (e.g., requires controller redesign). Veri-

!ed only for minor SDN vendors.
solution into real

SDN control or data
PL1 0.25 High complexity (e.g., requires vendor-speci!c APIs). Veri!ed for one major

vendor.
planes. PL2 0.5 Moderate complexity—deployable with limited changes. Veri!ed for two

major vendors.
PL3 1.0 Low complexity; veri!ed for three or more major vendors.

intrinsic severity. Inspired by standards like CVSS, the ordinal lev-
els and dynamic bands balance usability and analytical rigor. Ap-
pendix 9 provides a step-by-step walkthrough of the score range
computation for the Visibility category.

The framework is explicitly designed for tunability and extensi-
bility: rating levels, category weights, and metric de!nitions can be
adjusted based on expert feedback, empirical data, or emerging SDN
challenges. This #exibility supports ongoing recalibration, ensur-
ing relevance amid new attack vectors and defenses. In summary,
this scoring model provides a structured yet adaptable method for
aggregating technical, resource, and visibility metrics, enabling
meaningful comparison, prioritization, and strategic planning for
SDN security.

4.3 Primary Assessment Metrics
The primary assessment metrics calculate an SDN attack and de-
fense score using Equation 1 and Equation 2 in Table 2, re#ecting
attack impact and defense e"ectiveness, respectively. As mentioned
earlier, we propose eleven primary metrics, !ve common to attack
and defense, detailed in Table 3 and Table 4.

4.3.1 Correctness (𝐿1 .). This metric assesses the degree to which
the correctness of an SDN attack or defense has been validated.
Evaluation methods may include theoretical analysis, simulation-
based testing, or deployment in real-world SDN environments.
Higher scores re#ect stronger empirical or formal support for the
behavior and e"ectiveness of the attack or defense mechanism.

4.3.2 Scalability (𝐿2 .). This metric assesses the scalability of an
SDN attack or defense based on the network size (small, medium,
or large) used for testing. A small network has fewer than 20 nodes,
a medium network contains 20–50 nodes, and a large network has
more than 50 nodes, including multi-domain or datacenter-scale
topologies representative of cloud-scale operations. Intuitively, an
attack or defense tested on a large network has higher impact or
e"ectiveness.

4.3.3 Vendor Independence (𝐿3 .). This metric evaluates the vendor
independence of an SDN attack or defense scheme. An attack or
defense that impacts major SDN platforms (e.g., FloodLight [18],
OpenDayLight [30], ONOS [28]) is considered more signi!cant
than one a"ecting less widely used platforms. Similarly, a defense
scheme applicable across multiple SDN platforms o"ers excellent
utility.

4.3.4 Reproducibility (𝐿4 .). This parameter assesses the repro-
ducibility of an SDN attack or defense scheme, considering factors
such as the availability of source code, detailed white papers, or
openly accessible methodologies. Schemes that provide su$cient
implementation details enable independent validation and foster
broader adoption by researchers and practitioners. In contrast, at-
tacks or defenses that lack transparency or rely on proprietary
resources are more di$cult to reproduce, limiting their credibility
and long-term impact.

4.3.5 Complexity (𝐿5 .). This metric evaluates the practicality of ex-
ecuting an SDN attack or deploying a defense by assessing its com-
plexity (such as ease of deployment). Attacks that can be launched
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Table 4: Primary Attack-Impact (PA-series)-Defense-E"ectiveness (PD-series.) Assessment Metrics in the Odin Framework.

(Notation: C → Con!dentiality, I→ Integrity, A → Availability, CP→ Control Plane, DP→ Data Plane, SDN Components → Section 2.1.)
Metric Metric Description Value Level Score Value Explanation

𝐿𝑀6. Con!dent- Measures C: PL0 0.0 No or unknown con!dentiality compromise.
iality con!dentiality C: PL1 0.25 Compromise of one SDN component.

Impact (C) impact—CP/DP C: PL2 0.5 Compromise of two SDN components.
data exposure. C: PL3 1.0 Widespread exposure across CP and DP of three or more components.

𝐿𝑀7. Integrity Measures integrity I: PL0 0.0 No or unknown integrity violation.
Impact (I) impact—tampering I: PL1 0.25 CP policy injection or DP rule override on one SDN component.

in CP or DP. I: PL2 0.5 Compromise of two components across CP/DP layers.
I: PL3 1.0 Multi-component, multi-plane policy/rule corruption.

𝐿𝑀8. Availability Measures A: PL0 0.0 No or unknown availability loss.
Impact (A) availability A: PL1 0.25 Localized CP crash or DP #ow timeout a"ecting one SDN component.

disruption—CP A: PL2 0.5 Partial CP failure or #ow loss across two SDN components.
and/or DP failure. A: PL3 1.0 Broad CP unavailability or data path blackout across three SDN components.

𝐿𝑀9. Severity Severity score based PL0 0.0 Low severity (e.g., CVSS 0.1–3.9).
Level on standardized PL1 0.25 Medium severity (CVSS 4.0–6.9).

metrics (CVSS or PL2 0.5 High severity (CVSS 7.0–8.9).
equivalent). PL3 1.0 Critical severity (CVSS 9.0–10.0).

𝐿𝑃6. Performance Measures PL0 0.0 Unknown or very high overhead: CP latency > s or DP throughput loss > 10%.
Cost performance cost of PL1 0.25 High CP reaction delay (ms–s) or DP #ow miss overhead (5–10%).

migration on CP/DP. PL2 0.5 Moderate latency (us–ms) or minor DP performance impact (1–5%).
PL3 1.0 Low impact on both planes (CP latency < us, DP loss ↑ 1%).

𝐿𝑃7. Resilience Defense robustness PL0 0.0 No known mitigation, or easily bypassed workaround (either plane).
to across CP/DP PL1 0.25 Mild mitigation on one plane; attack remains partially e"ective.

Disruption disruption vectors. PL2 0.5 Moderate cross-plane hardening (e.g., controller patch + switch con!g).
PL3 1.0 Strong mitigation across planes, including proactive detection and recovery.

with minimal technical expertise or limited resources are consid-
ered more severe, as they are accessible to a wider range of adver-
saries. Conversely, defenses that can be integrated with existing
systems without extensive customization are regarded as more prac-
tical. High implementation barriers — such as requiring specialized
hardware, deep protocol modi!cations, or signi!cant performance
trade-o"s — reduce the feasibility of both attacks and defenses in
real-world environments.

4.3.6 Confidentiality (C), Integrity (I), Availability (A) Impact. (𝐿𝑀6 .,
𝐿𝑀7 ., 𝐿𝑀8 .) As the names suggest, these three metrics assess the
impact of an SDN attack on (i) Con!dentiality (C), (ii) Integrity (I),
and (iii) Availability (A) of SDN components, including the SDN
controller, data plane (hosts, switches, and links), and communi-
cation interfaces (northbound and southbound). Each metric is
assigned one of four values based on the number of compromised
components, as detailed in Table 4.

4.3.7 Severity Level (𝐿𝑀9 .). Thismetric quanti!es the severity of an
SDN attack by referencing its corresponding CVSS score, providing
a standardized baseline for impact comparison. The scoring scale
and interpretation are detailed in row 𝐿𝑀9. of Table 4.

4.3.8 Performance Cost (𝐿𝑁6 .). This metric captures the perfor-
mance overhead introduced by an SDN defense mechanism, con-
sidering increased latency (measured in seconds, milliseconds, mi-
croseconds, or nanoseconds) and the percentage reduction in net-
work throughput. Higher penalties re#ect greater performance
trade-o"s, which may a"ect deployment feasibility in latency-sens
itive environments.

4.3.9 Resilience to Disruption (𝐿𝑁7 .). This metric evaluates the
robustness of an SDN defense in mitigating not only the original
attack but also more advanced or variant attacks within the same
category. A higher score re#ects greater adaptability and long-term
e"ectiveness of the defense. This metric takes one of four prede!ned
values, as detailed in row 𝐿𝑁7 . of Table 4.

Temporal Primary Assessment Metrics. Temporal primary assess-
ment metrics do not re#ect changes in the intrinsic severity of a
vulnerability but rather capture how the risk posed by an attack or
defense scenario evolves over time. For example, once a !x or miti-
gation is introduced, security teams must re-evaluate the system’s
residual risk through CVSS, Odin, or other frameworks to inform
prioritization and resource allocation. These temporal metrics en-
able dynamic risk assessment by capturing how changes—such as
patch deployment, exploit evolution, or defense rollout—a"ect the
real-world urgency and operational signi!cance of a vulnerability
or mitigation. De!nitions are provided in rows 𝑂𝐿1 .–𝑂𝐿5. of Ta-
ble 12 and in rows 𝑂𝐿𝑀6 ., 𝑂𝐿𝑀7 ., 𝑂𝐿𝑁6 ., and 𝑂𝐿𝑁7 . of Table 13.
Table 12 and Table 13 are included in Appendix 10.1 to conserve
space.

4.4 Resource Assessment Metrics
Technical analysis alone is not enough to evaluate the impact of
an SDN attack and the e"ectiveness of an SDN defense. It also de-
mands an understanding of the practical resources involved. The re-
source assessment metrics—quantify the real-world e"ort required
to launch attacks or deploy defenses (in terms of operation time,
equipment cost, workforce required, and expertise). By capturing
these operational costs, the framework supports a balanced view of
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Table 5: Resource Assessment Metrics (R-series) in the Odin Framework for Evaluating Resource Burden of SDN Attacks and
Defenses.

(Notation: RLX → Level X for R, where X = 0, 1, 2, 3, AT→ Attack, DF → Defense).
Metric Metric Description Value Level Score Value Explanation

𝑅1. Operation Time required to AT: RL0 0.0 Unknown or missing details.
Time execute or mitigate AT: RL1 0.25 Execution time ranges frommicroseconds to under 1 second.

attack/defense in SDN AT: RL2 0.5 Execution time ranges from 1 second to under 1 hour.
CP or DP. AT: RL3 1.0 Execution time exceeds 1 hour.

DF: RL0 0.0 Unknown or missing details.
DF: RL1 0.25 Mitigation time ranges from hours to under 1 week.
DF: RL2 0.5 Mitigation time ranges from 1 week to under 1 year.
DF: RL3 1.0 Mitigation time exceeds 1 year.

𝑅2. Equipment Hardware/software RL0 0.0 Unknown or missing cost data.
Cost cost for executing or RL1 0.25 Cost between USD 100 and less than USD 1,000.

mitigating SDN RL2 0.5 Cost between USD 1,000 and less than USD 10,000.
attacks/defenses. RL3 1.0 Cost USD 10,000 or more.

𝑅3. Workforce Number of skilled AT: RL0 0.0 Unknown or missing data.
Requirement personnel needed for AT: RL1 0.25 Five or fewer personnel.

SDN CP/DP attack or AT: RL2 0.5 Six to ten personnel.
defense. AT: RL3 1.0 More than ten personnel.

DF: RL0 0.0 Unknown or missing data.
DF: RL1 0.25 Twenty or fewer personnel.
DF: RL2 0.5 Twenty-one to !fty personnel.
DF: RL3 1.0 More than !fty personnel.

𝑅4. Expertise Skill level required to AT: RL0 0.0 Unknown or missing data.
perform or mitigate AT: RL1 0.25 Low skill (e.g., script kiddie level).
SDN CP/DP attack or AT: RL2 0.5 Moderate skill (e.g., experienced attacker).

defense. AT: RL3 1.0 High expertise (e.g., elite SDN security researcher).
DF: RL0 0.0 Unknown or beginner-level defense implementation.
DF: RL1 0.25 Intermediate-level developer.
DF: RL2 0.5 Advanced-level developer.
DF: RL3 1.0 Expert-level developer.

feasibility and sustainability, which enables security practitioners
to make informed, resource-aware decisions—prioritizing vulner-
abilities not only by impact but also by the practical demands of
mitigation or exploitation. The resource score is formally repre-
sented by Equation 3 in Table 2.

4.4.1 Operation Time (𝑃1 .). Thismetric estimates the time required
for an SDN attack to cause impact and for a defense to be developed
and deployed. Instead of statistical aggregates, we assign categori-
cal scores based on time ranges (e.g., seconds, minutes, hours, days,
weeks), as reported in the original study or derived from replication
e"orts. The aim is not precise measurement but consistent di"eren-
tiation between rapid threats and slower mitigation e"orts. Attacks
and defenses are scored separately to re#ect their distinct timelines.
De!nitions appear in row 𝑃1 . of Table 5.

4.4.2 Equipment Cost (𝑃2 .). This metric evaluates the equipment
cost required to carry out an SDN attack or defense scheme—the
framework rates attacks and defenses with higher equipment costs
as more expensive. We have based the four rating levels on SDN
literature, blogs, and industry reports.2

4.4.3 Work Force Requirement (𝑃3 .). This metric evaluates the
workforce required to execute an SDN attack and develop its de-
fense. Attacks usually demand fewer resources, as breaking a system
2These de!nitions serve as a starting point for evaluating SDN attack or defense costs,
with future re!nements possible.

is more straightforward than defending it. This metric has eight
levels, four for attacks and four for defenses.

4.4.4 Expertise (𝑃4 .). This metric evaluates the technical skill level
required to develop and execute an SDN attack or to design and
implement its corresponding defense. Higher expertise generally
correlates with increased development cost and complexity. Given
the di"ering demands of o"ensive and defensive e"orts, we de!ne
eight discrete rating levels—four tailored to attacks and four to
defenses—each re#ecting the depth of domain knowledge, tooling
pro!ciency, and operational familiarity needed.

Temporal Resource Assessment Metrics. Temporal resource metrics
do not alter the inherent severity of a vulnerability or defense but
instead, track how the practical cost and feasibility of exploiting
or mitigating it evolve over time. For example, the operation time,
expertise, or equipment cost required to launch an attack may
decrease as tools become public, while defense costs may rise due
to patch deployment at scale. De!nitions for these metrics are
detailed in Table 14 in Appendix 10.2.

4.5 Visibility Assessment Metrics
While traditional vulnerability assessments emphasize technical
severity, security incidents and defenses in programmable envi-
ronments like SDN often carry broader implications. To capture
these dimensions, we introduce the Visibility (V) metrics, which
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Table 6: Visibility Assessment Metrics (V-series) in the Odin Framework for Evaluating Strategic & Operational Prominence of
SDN Attacks and Defenses.

(Notation: VLX→ Level X for V where X = 0, 1, 2, 3).
Metric Metric Description Value

Level
Score Value Explanation

𝑇1. Venue Evaluates the visibility of VL0 0.0 Unknown or missing details.
the SDN vulnerability or

defense based on
VL1 0.25 Published in lesser-known venues or reported only in academic labs, no practical

SDN deployment.
publishing venue and
practical deployment.

VL2 0.5 Published at reputable mid-tier venues or demonstrated in SDN testbeds with
limited real-world adoption.

VL3 1.0 Published in a top-tier venue or assigned a CVE, with con!rmed deployment or
exploitation in production SDN systems (e.g., cloud networks, enterprise data
centers).

𝑇2. Social Measures the societal and VL0 0.0 Unknown or missing impact data.
Impact operational impact of the

SDN security issue or
VL1 0.25 Low impact: fewer than 20 citations, no vendor advisories or industry alerts.

defense. Citation counts,
vendor recognition, and

VL2 0.5 Moderate impact: 20–50 citations, some vendor advisories or niche community
recognition.

public awareness speci!c
to SDN.

VL3 1.0 High impact: over 50 citations, widespread vendor advisories, inclusion in security
standards, or international media coverage.

evaluate the strategic and operational prominence, in#uence, and
societal impact of a given SDN attack or defense. These metrics
re#ect a technique’s practical reach—whether it has been widely
cited, adopted, or deployed—and its perceived in#uence within re-
search and operational communities (as formalized in Equation 4 of
Table 2). The Visibility category consists of two metrics, described
in detail in Table 6.

4.5.1 Venue (𝑄1.) This metric evaluates the prominence of an SDN
attack or defense based on the venue or platform where it was
reported, such as open-source platforms and security conferences.
We use conference rankings from [9] to de!ne four scoring ranges
for this metric (details are in Table 6).

4.5.2 Social Impact (𝑄2.) This metric assesses the societal impact of
an SDN attack or defense, considering factors like business e"ects
(e.g., revenue change) and media coverage. The attack or defense is
scored based on its impact level, as outlined in row 𝑄2. of Table 6.

Temporal Visibility Assessment Metrics. Rather than indicating tech-
nical impact, temporal visibility metrics monitor how community
recognition and societal signi!cance of an SDN vulnerability or
defense evolve with time. For instance, while the venue subscore is
static—anchored to the publication outlet—the social impact sub-
score may change as the community engages with the work (e.g.,
through citations, deployments, or policy discussions). These tem-
poral shifts re#ect external recognition or operational signi!cance
changes rather than technical properties. De!nitions for the tempo-
ral social impact subscore are provided in Table 15 in Appendix 10.3.

4.6 Implementation
We have developed the Odin framework as a lightweight web-
based app that enables users to input values for various assessment
metrics and obtain corresponding composite scores. These scores
re#ect key evaluation dimensions: technical impact or e"ectiveness
(primary score), practical feasibility (resource score), and societal
or research prominence (visibility score).

5 Functionality Demonstration
In this section, we demonstrate the applicability of the Odin frame-
work by evaluating 20 SDN attack–defense pairs selected from
Table 10, with results summarized in Table 7.3 These pairs span all
SDN architectural layers and include a mix of well-cited, underex-
plored, and recent studies to re#ect a broad spectrum of technical
impact and design diversity.

To conserve space, detailed score breakdowns for the !rst three
pairs appear in Table 16 (Appendix 11), and their temporal score
variations are shown in Table 8. We also compare Odin against
CVSS and the ODL categorization system for this subset in Table 9.
While some attacks in Table 7 lack CVE identi!ers—often due to
non-disclosure or reporting gaps—they have been peer-reviewed
and published in reputable venues. To ensure a fair comparison, we
derive uno$cial CVSS estimates for these entries based on publicly
available technical details, denoted as “U” in Table 7.

Odin’s primary scores match or exceed CVSS ratings across all
evaluated cases, demonstrating that the framework aligns with
widely recognized standards while also capturing dimensions that
CVSS does not fully consider. Its multi-dimensional lens—including
resource requirements, operational prominence, visibility, scala-
bility, and vendor independence—provides additional insight into
the real-world impact of SDN attacks and the e"ectiveness of SDN
defenses. By incorporating dimensions such as vendor indepen-
dence and scalability, Odin assigns higher severity to attacks that
CVSS underrates. For example, CVSS categorizes the Cross-App
Poisoning attack [98] (AT. 4 in Table 7) as medium severity, whereas
Odin more accurately re#ects its cascading and systemic risks. In
contrast, for the Controller Information Flood attack [54] (AT. 1),
Odin aligns with CVSS on severity but extends the evaluation by
explicitly considering the attack’s resource requirements, visibility
within the network, and the robustness of available defense strate-
gies [4]. These additional dimensions provide a richer operational
perspective that CVSS alone cannot capture.

3Any pair listed in Table 10 can be evaluated using the Odin framework.
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Table 7: Odin’s Application to SDN Attacks-SDN Defenses.

(Notation: U→ Uno$cial Score, O→ O$cial Score, AT. → Attack, DF. → Defense, N/A→ Not Available, N/A* → Not Applicable.).
(The Odin score breakdown is provided in Tables 17, 18, and 19, in Appendix 11.)

ID SDN Attack-Defense Title Year Odin Primary
Score

Odin Resource
Score

Odin Visibility
Score

CVSS (Base) Score

AT. 1 Controller Information Flood [54] 2018 High (4.5) High (2.0) Critical (2.0) O: High (7.5) [3]
DF. 1A OpenFlow Plugin-962 [4] 2018 Low (0.75) Medium (1.0) Medium (0.5) N/A*
DF. 1B Heap Utilization Limit [54] 2018 Low (0.0) Low (0.0) High (1.0) N/A*
DF. 1C Eirene [60] 2022 High (5.0) High (2.25) Medium (0.75) –
AT. 2 Blurred Responsibilities [54] 2018 Critical (7.0) High (2.0) Critical (2.0) O: Critical (9.8) [7]
DF. 2A OpenFlow Plugin-971 [5] 2018 Low (0.75) Medium (1.25) Medium (0.5) N/A*
DF. 2B Node Reconciliation [54] 2018 Low (0.5) Low (0.0) High (1.0) N/A*
AT. 3 Cache Invalidation [54] 2018 High (5.25) Medium (1.0) Critical (2.0) O: High (7.5) [2]
DF. 3 AAA-151 [1] 2018 Medium (2.25) Medium (1.0) Medium (0.5) N/A*
AT. 4 Cross-App Poisoning [98] 2018 High (5.0) High (3.0) Critical (2.0) U: Medium (5.4)
DF. 4 Prov-SDN [98] 2018 High (5.0) High (2.25) Critical (2.0) N/A*
AT. 5 Control Plane Re#ection Attack [113] 2018 Medium (3.25) High (2.25) High (1.0) U: Medium (4.3)
DF. 5 SWGuard [113] 2018 High (3.5) High (2.25) High (1.0) N/A*
AT. 6 Port Amnesia & Port Probing [93] 2018 Medium (2.75) High (1.75) High (1.0) U: Medium (4.3)
DF. 6 TopoGuard+ [93] 2018 High (3.0) High (2.0) High (1.0) N/A*
AT. 7 Covert Channel Attacks [79] 2018 Medium (2.5) High (2.25) High (1.0) U: Medium (4.3)
DF. 7 Covert Channel Defender [79] 2018 High (3.0) High (1.75) High (1.0) N/A*
AT. 8 Link Flooding Attack [101] 2018 Medium (2.5) High (1.75) High (1.0) U: Medium (4.3)
DF. 8 Link Flooding Defender [101] 2018 High (3.0) High (1.75) High (1.0) N/A*
AT. 9 Cross!re Table-Over#ow [108] 2019 Medium (2.5) Medium (1.5) Medium (0.75) U: Medium (4.3)
DF. 9 Fire Guard [108] 2019 High (3.0) High (1.75) Medium (0.75) N/A*
AT. 10 Topology Freezing & Reverse Loop [81] 2019 High (3.5) High (2.75) High (1.5) U: Medium (6.3)
DF. 10 Cryptographic Key for MAC tag over DPID [81] 2019 Medium (1.75) High (2.25) High (1.5) N/A*
AT. 11 Cross-path Attack [45] 2019 High (5.5) High (3.0) Critical (2.0) U: Medium (5.4)
DF. 11 Reserving Bandwidth, Prioritizing Control Tra$c [45] 2019 Critical (5.5) High (2.25) Critical (2.0) N/A*
AT. 12 Fingerprinting Match Fields of Flow Rules [61] 2020 Medium (3.25) High (2.5) Medium (0.5) U: Medium (4.3)
DF. 12 Postponing Flow Installation [61] 2020 High (3.25) High (1.75) Medium (0.5) N/A*
AT. 13 Bu"ered Packet Hijacking [47] 2020 High (5.25) High (3.0) High (1.25) U: Medium (5.4)
DF. 13 ConCheck [47] 2020 Critical (5.0) High (2.25) High (1.25) N/A*
AT. 14 SYN Flood [85] 2020 High (3.75) High (2.25) Medium (0.75) U: Medium (5.4)
DF. 14A AEGIS [85] 2020 High (3.25) High (1.75) Medium (0.75) N/A*
DF. 14B SYNGuard [83] 2021 Medium (2.5) High (1.75) Medium (0.5) N/A*
AT. 15A Fingerprinting Critical Flow Rules [103] 2021 Medium (2.5) High (2.5) Medium (0.5) U: Medium (4.3)
AT. 15B Fingerprinting Network and Controller Type [103] 2021 Medium (2.5) High (2.5) Medium (0.5) U: Medium (4.3)
DF. 15 Probabilistic Scrambling-Controller Dynamic

Scheduling [103]
2021 High (2.75) High (2.0) Medium (0.5) N/A*

AT. 16 Cross Path Attack [107] 2022 High (4.25) High (3.0) Medium (0.75) U: Medium (5.4)
DF. 16 Cross Guard [107] 2022 High (4.5) High (2.25) Medium (0.75) N/A*
AT. 17 Invisible Assailant Attack (IAA) [75] 2022 Medium (2.25) High (2.5) Medium (0.75) U: Medium (4.3)
DF. 17 Route Path Veri!cation (RPV) [75] 2022 High (3.0) High (1.75) Medium (0.75) N/A*
AT. 18 DHCP DoS and Starvation [66] 2023 High (3.75) Medium (1.25) Low (0.25) Medium (6.5)
DF. 18 DHCP DoS and Starvation Mitigation [66] 2023 High (4.5) Medium (1.5) Low (0.25) N/A*
AT. 19 Flow Table Over#ow [97] 2023 Medium (2.0) Medium (1.25) Low (0.25) U: Medium (6.5)
DF. 19 FTODefender [97] 2023 Medium (2.5) Medium (1.25) Low (0.25) N/A*
AT. 20 Marionette Attacks [49] 2024 Critical (7.0) High (2.0) Critical (2.0) O: Critical (9.1) [11]
DF. 20 Not Released yet. 2024 N/A N/A N/A N/A

We next demonstrate the Odin score calculation for the Con-
troller Information Flood attack and its mitigation (Table 7). The
remaining evaluations in Table 7 follow the same process. Readers
are encouraged to reverse-engineer the scores in Table 7 to gain
a deeper understanding of the framework’s evaluation logic and
cross-check their reasoning against the detailed breakdowns in
Appendix 11 (Tables 17, 18, and 19).

5.0.1 Controller Information Flood (AT. 1) [54]. Dixit et al. [54]
demonstrated an SDN controller attack that sends mutated con!g-
urations to the controller’s datastore, rendering it unavailable to
legitimate applications. Evaluated for 2018 in Table 7, this attack’s
Odin scores are detailed in Table 16 (Appendix 11), using primary
metrics 𝐿1.–𝐿𝑀9., resource metrics 𝑃1.–𝑃4., and visibility metrics
𝑄1.–𝑄2.. The attack was successfully replicated on real-world SDN
controllers (ODL and ONOS), yielding PL3 (1.0) for correctness
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Table 8: Temporal Odin Score Changes Computation.

(Notation: (≃) → Reduced, (-)→ No change, (⇐)→ Increased, N/A*→ Not Applicable).
ID SDN Attack-Defense Title Year Odin Primary Score Odin Resource

Score
Odin Visibility

Score
CVSS (Base) Score

AT. 1 Controller Information Flood [54] 2025 Medium (2.75) (≃) High (2.0) (-) Critical (2.0) (-) O : Medium (5.0) (≃) [3]
DF. 1A OpenFlow Plugin-962 [4] 2025 Low (0.75) (-) Medium (1.0) (-) Medium (0.5) (-) N/A*
DF. 1B Heap Utilization Limit [54] 2025 Low (0.0) (-) Low (0.0) (-) High (1.0) (-) N/A*
DF. 1C Eirene [60] 2025 High (5.0) High (2.25) Medium (0.75) N/A*
AT. 2 Blurred Responsibilities [54] 2025 High (4.0) (≃) High (2.0) (-) Critical (2.0) (-) O : High (7.5) (≃) [7]
DF. 2A OpenFlow Plugin-971 [5] 2025 Low (0.75) (-) Medium (1.25) (-) Medium (0.5) (-) N/A*
DF. 2B Node Reconciliation [54] 2025 Low (0.5) (-) Low (0.0) (-) High (1.0) (-) N/A*
AT. 3 Cache Invalidation [54] 2025 High (3.5) (≃) Medium (1.0) (-) Critical (2.0) (-) O : Medium (5.0) (≃) [2]
DF. 3 AAA-151 [1] 2025 High (3.0) (-) Medium (1.0) (-) Medium (0.5) (-) N/A*

Table 9: Comparative Breakdown: Odin Base Score vs. CVSS and ODL—highlighting the added SDN-speci!c granularity.

SDN Attack Title Year CVSS Vector CVSS (Base) Score
[91]

ODL Cat.
[21]

Odin Primary
Score

AT. 1 Controller Information Flood [54] 2018 AV:N/AC:L/PR:N/UI:N/S:U/C:N/I:N/A:H [3] O: High (7.5) [3] High [4] High (4.5)
AT. 2 Blurred Responsibilities [54] 2018 AV:N/AC:L/PR:N/UI:N/S:U/C:H/I:H/A:H [7] O : Critical (9.8) [7] Medium [5] Critical (7.0)
AT. 3 Cache Invalidation [54] 2018 AV:N/AC:L/PR:N/UI:N/S:U/C:N/I:H/A:N [2] O: High (7.5) [2] High [1] High (5.25)
AT. 1 Controller Information Flood [54] 2025 AV:N/AC:L/Au:N/C:N/I:N/A:P [3] O: Medium (5.0) [3] Resolved [4] Medium (2.75)
AT. 2 Blurred Responsibilities [54] 2025 AV:N/AC:L/Au:N/C:P/I:P/A:P [7] O: High (7.5) [7] Medium [5] High (4.0)
AT. 3 Cache Invalidation [54] 2025 AV:N/AC:L/Au:N/C:N/I:P/A:N [2] O: Medium (5.0) [2] Resolved [1] High (3.5)

(𝐿1.). It was tested on a small campus network but can scale by
increasing the volume of mutated rules, resulting in PL2 (0.5) for
scalability (𝐿2.). The attack was carried out on two major SDN con-
trollers, thereby vendor independence (𝐿3.) is PL2 (0.5). Due to the
availability of open attack code, reproducibility (𝐿4.) is PL3 (1.0),
while performance complexity (𝐿5.) is PL2 (0.5). The impact on
con!dentiality (𝐿𝑀6.) is negligible (PL0 (0.0)), but integrity (𝐿𝑀7.)
and availability (𝐿𝑀8.) are both rated PL1 (0.25) (due to SDN
controller compromise). With a CVSS base score of high (7.5) [3],
the severity level (𝐿𝑀9.) is PL2 (0.5) (based on CVSS 2018 rating).
These values result in a primary score of high (4.5).

For resource costs, the Controller Information Flood attack [54]
was executed by !ve security experts using a standard laptop to in-
ject mutated con!gurations into the SDN datastore. We con!rmed
the attack could be reproduced on a machine with average com-
puting power within !ve hours. Accordingly, the operation time
requirement (𝑃1.) is RL3 (1.0), while equipment cost (𝑃2.) and
workforce (𝑃3.) are both RL1 (0.25). The required expertise (𝑃4.)
is rated RL2 (0.5), yielding a total resource score of high (2.0)

using Equation 3. This attack appeared in a tier-1 security venue
and was assigned a CVE (CVE-2017-1000411), earning VL3 (1.0)

for both venue (𝑄1.) and social impact (𝑄2.). The visibility score,
computed via Equation 4, is high (2.0).

5.0.2 OpenFlow Plugin-962 [4] (DF. 1A). DF. 1A OpenFlow Plugin-
962 [4], developed in 2018 to mitigate the Controller Information
Flood attack is evaluated in Table 7 with a detailed breakdown in
Table 16 (Appendix 11).

Due to lack of documentation on correctness (𝐿1.), scalability
(𝐿2.), reproducibility (𝐿4.), and performance impact (𝐿𝑁6.), these
metrics are scored PL0 (0.0). Since the patch is speci!c to Open-
Daylight (ODL), vendor independence (𝐿3.) and complexity (𝐿5.)

are both rated PL1 (0.25). The defense is a basic rate limiter that
only partially mitigates the issue; thus, resilience (𝐿𝑁7.) is also
PL1 (0.25). Using Equation 2, the resulting primary score is low
(0.75).

Resource-wise, time and workforce (𝑃1., 𝑃3.) are unknown and
scored RL0 (0.0). Estimated development costs for similar patches
fall within the USD 1,000–10,000 range, giving equipment cost (𝑃2.)
a RL2 (0.5) rating. The patch was authored by ODL maintainers
with moderate experience, so expertise level (𝑃4.) is also RL2 (0.5),
resulting in a total resource score of medium (1.0). This patch
was not published in an academic or industry venue (𝑄1. = VL0

(0.0)), but it was integrated into ODL releases, contributing to
moderate community recognition (𝑄2. = VL2 (0.5)). Thus, the
overall visibility score is medium (0.5).

Temporal Changes. Table 8 illustrates the dynamic adjustment ca-
pabilities of the Odin framework by re-evaluating the !rst three
SDN attack–defense pairs from Table 7 for the year 2025—approx-
imately six years after their initial publication, except for DF. 1C
Eirene [60], which was introduced in 2022. As before, we highlight
a representative pair for detailed discussion: AT. 1 Controller Infor-
mation Flood [54] and its corresponding defense, DF. 1A OpenFlow
Plugin-962 [4].

The temporal metrics capture how an attack’s practical impact,
defense e"ectiveness, and deployment cost evolve over time. For
the Controller Information Flood attack, the temporal integrity and
availability impact (𝑂𝐿𝑀7. and𝑂𝐿𝑀8.) each decrease by TPL1 (↗0.25)
following the release of OpenFlow Plugin-962 (2018) and the more
comprehensive Eirene framework (2022), both of which mitigate
the underlying controller datastore over#ow issue. This mitigation
also reduces the temporal severity level (𝑂𝐿𝑀9.) by TPL1 (↗0.25),
consistent with the CVSS base score dropping from High (7.5)
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to Medium (5.0) [3]. Furthermore, as mitigation frameworks ma-
ture and exploit code becomes unavailable or obsolete, the attack’s
reproducibility (𝑂𝐿4.) decreases by TPL4 (↗1.0).

As a result, the Odin primary score for this attack adjusts from
High (4.0) to Medium (2.75), re#ecting improved defense e$-
cacy. Notably, Resource and Visibility scores remain unchanged.
Since the OpenFlow Plugin-962 patch has not received any further
updates or adoption traction, its Odin scores remain static. In con-
trast, Eirene, with a signi!cantly higher primary score, o"ers a more
robust defense than both OpenFlow Plugin-962 and the simpler heap
utilization patch proposed in [54].

This case study demonstrates how Odin’s temporal metrics dy-
namically re#ect changes in defense e"ectiveness, attack relevance,
and operational manageability over time—complementing the static
primary metrics that characterize the inherent properties of each
attack or defense at a !xed point in time.

Comparison with CVSS and ODL Categorization Systems. Table 9
compares the severity ratings of three SDN attacks using CVSS [91],
the ODL categorization system [21], and Odin. Unlike CVSS, which
provides generic scores, and ODL, which relies on opaque internal
categories, Odin o"ers more SDN-speci!c and transparent eval-
uations. It assigns equal or higher severity to impactful attacks,
re#ecting their real-world feasibility and architectural implications.
Moreover, Odin uniquely supports scoring of both attacks and de-
fenses—something neither CVSS nor ODL can do—enabling more
comprehensive SDN risk assessment.

6 Discussion
This section re#ects on the broader value, limitations, and practi-
cal implications of the Odin framework—particularly in contrast
with existing tools and the context of increasingly complex SDN
deployments across cloud and enterprise environments.

6.1 Why a New Framework?
While CVSS remains the de facto standard for vulnerability scoring,
it was not designed with SDN in mind. Its lack of SDN-speci!c
context—such as scalability across topologies and vendor indepen-
dence—limits its applicability in programmable networks. Simi-
larly, OpenDaylight’s internal categorization labels threats through
opaque, non-reproducible logic tied to speci!c platforms. Odin
!lls this gap by o"ering the !rst open, lightweight, and exten-
sible scoring framework that assesses both SDN attack impact
and defense e"ectiveness. By evaluating technical impact, deploy-
ment feasibility, and operational visibility—alongside their temporal
evolution— Odin enables consistent, SDN-aware assessments that
support practical risk decisions in both cloud and enterprise de-
ployments. Importantly, Odin’s qualitative metrics are grounded
in clearly de!ned scoring levels. These levels combine structured
criteria with expert judgment, re#ecting practical SDN realities
while maintaining transparency and consistency. This structured
approach enables meaningful comparisons across attacks and de-
fenses—even without proprietary datasets (e.g., closed enterprise
logs) or exhaustive telemetry (e.g., !ne-grained packet traces).

6.2 Insights from Comparative Evaluation
Table 9 provides comparative insights across CVSS, ODL, and Odin,
demonstrating how Odin enhances traditional evaluations through
SDN-speci!c granularity. Key takeaways include:

• Alignment with existing standards: In all three attack scenar-
ios, Odin’s primary scores match or exceed CVSS ratings,
validating its risk sensitivity while surfacing additional con-
text (Table 9).

• Architectural !delity: ODL’s medium rating of Blurred Re-
sponsibilities con#icts with its critical CVSS score and
broader architectural implications (Table 9). Odin more ac-
curately re#ects its impact by incorporating scalability and
cross-vendor relevance.

• Defense evaluation: Unlike CVSS and the ODL categorization
system [21], Odin scores defenses explicitly. For example, it
captures the performance cost and resilience of mitigations
like OpenFlow Plugin-962 [4]. In turn, Odin supports a deeper
analysis of how severe attacks are counterbalanced by the
e"ectiveness of deployed defenses.

These comparisons suggest that Odin o"ers a more complete,
context-sensitive foundation for prioritizing threats and validating
defenses in programmable, multi-tenant SDN deployments.

6.3 Practical Use and Future Directions
Odin provides a structured, SDN-aware scoring framework that en-
ables transparent risk assessment across attacks and defenses—even
when CVSS or platform-speci!c scores are unavailable. While its
thresholds and weights are currently based on heuristics and SDN
literature, future re!nement using operational feedback, real-world
data, and comparative studies (e.g., against CVSS or ODL) can
improve accuracy and generalizability. By extending traditional
scoring to capture vendor independence, scalability, resource con-
straints, and operational visibility, Odin addresses gaps in systemic
and cascading risk coverage. Although some defense descriptions
remain high-level and formal equations may limit theoretical depth,
the framework o"ers an immediate, practical foundation for repro-
ducible and consistent evaluation in programmable, multi-tenant
SDN environments, with clear opportunities for further enhance-
ment.

7 Conclusion
SDN’s growing role in cloud and enterprise environments calls
for security evaluation frameworks tailored to its unique archi-
tectural and operational challenges. Traditional models often fall
short—overlooking critical aspects such as vendor independence,
scalability, and cross-layer interactions—while proprietary solu-
tions limit transparency and interoperability. The Odin framework
addresses this gap as the !rst open-source, extensible system specif-
ically designed to assess both the impact of SDN attacks and the
e"ectiveness of defenses. By complementing established tools like
CVSS with operationally grounded, SDN-speci!c metrics, Odin
enables consistent and reproducible assessments across diverse de-
ployments. This supports security strategies that scale alongside
SDN growth, while remaining attuned to platform-speci!c risks.
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8 SDN Attacks-SDN Defenses
Table 10 presents a survey of 42 SDN attacks and 45 defenses
published between 2018 and 2024, spanning vulnerabilities across
all layers of the SDN architecture. Notable trends include multi-
vector threats, low-rate DoS techniques [95, 96], and covert
reconnaissance [48], while defenses range from protocol-level
patches [66] to Moving Target Defense [94] and formal veri!ca-
tion approaches [98, 99]. This classi!cation highlights persistent
challenges—such as complex attack surfaces, varying defense gran-
ularity, and the gap between academic proposals and real-world
deployment—reinforcing the need for a uni!ed, SDN-aware scoring
framework. For deeper technical analysis, see the original works
and the review in [74]. Our framework supports consistent and
reproducible comparison across this diverse threat landscape.

9 Step-by-Step Walkthrough of Score Range
Algorithm

This section provides a detailed step-by-step computation of the
score range algorithm (Algorithm 1) for computing visibility score
range (i.e., the number of metrics 𝑅 is set to 2). This example illus-
trates how lower and upper score bounds are computed for each
severity level.

9.1 Initialization
• Metric count: 𝑅 = 2
• Rating levels: [0.0, 0.25, 0.5, 1.0]

• Compute 𝑆 = ↓𝑅/2↔ = ↓2/2↔ = 1
• Initialize lower_limit = 0.0
• Initialize severity index 𝑇 = 1

9.2 Step-by-Step Computation
(1) Severity = Low (𝑇 = 1):

upper = (𝑈𝑉𝑊𝑇𝑋𝑌_𝑍𝑎𝑏𝑎𝑍𝑐 [0] · (𝑅 ↗ 𝑆)) + (𝑈𝑉𝑊𝑇𝑋𝑌_𝑍𝑎𝑏𝑎𝑍𝑐 [1] · 𝑆)
= (0.0 · 1) + (0.25 · 1) = 0.25

lower = 0.0

Update:
• lower_limit = 0.25
• 𝑇 = 2

(2) Severity = Medium (𝑇 = 2):

upper = (𝑈𝑉𝑊𝑇𝑋𝑌_𝑍𝑎𝑏𝑎𝑍𝑐 [1] · (𝑅 ↗ 𝑆)) + (𝑈𝑉𝑊𝑇𝑋𝑌_𝑍𝑎𝑏𝑎𝑍𝑐 [2] · 𝑆)
= (0.25 · 1) + (0.5 · 1) = 0.75

lower = 0.25

Update:
• lower_limit = 0.75
• 𝑇 = 3

(3) Severity = High (𝑇 = 3):

upper = (𝑈𝑉𝑊𝑇𝑋𝑌_𝑍𝑎𝑏𝑎𝑍𝑐 [2] · (𝑅 ↗ 𝑆)) + (𝑈𝑉𝑊𝑇𝑋𝑌_𝑍𝑎𝑏𝑎𝑍𝑐 [3] · 𝑆)
= (0.5 · 1) + (1.0 · 1) = 1.5

lower = 0.75

Update:
• lower_limit = 1.5
• 𝑇 = 4

(4) Severity = Critical (𝑇 = 4):

upper = 𝑈𝑉𝑊𝑇𝑋𝑌_𝑍𝑎𝑏𝑎𝑍𝑐 [3] · 𝑅 = 1.0 · 2 = 2.0
lower = 1.5

The !nal score ranges are summarized in Table 11.

9.3 Temporal Categories
The same computation process applies to temporal categories by
substituting the rating_levels with temporal_levels = [0.0,

0.25, 0.5, 0.75, 1.0]. For 𝑅 = 2, the resulting ranges are
numerically identical.

10 Temporal Assessment Metrics
As previously noted, all assessment metrics have a correspond-
ing temporal component to account for temporal changes, with
the exception of the Venue metric under the Visibility assessment
category.

10.1 Temporal Primary Assessment Metrics
Temporal primary assessment metrics do not change a vulnerabil-
ity’s intrinsic severity but capture how the associated risk evolves
over time. For example, after a !x is deployed, security teams re-
assess residual risk using CVSS, Odin, or similar frameworks to
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Table 10: A List of Notable SDN Attacks and SDN Defenses.

Year SDN Attack Title (Component/s A"ected)
2024 Manipulating OpenFlow Link Discovery Packet Forwarding for Topology Poisoning (Marionette Attacks) [49]
2023 (i) Low-rate Denial of Service (LDoS) (Data Plane) [95]; (ii) Flow Table Saturation Attack (Flow Table) [89]; (iii) DHCP DoS and Starvation [66]

(Control Plane and Data Plane); (iv) TCP SYN Flood (Control Plane and Data Plane) [88]; (v) Flow Table Over#ow [97] (Data Plane);
2022 (i) Cross Path (Communication Interfaces) [107]; (ii) Invisible Assailant Attack (IAA) (Links in Data plane) [75]; (iii) Low-rate Denial of Service

(LDoS) (Control Plane and Data Plane) [96]; (iv) Slow-rate DDoS Attack (Control Plane and Data Plane) [110];
2021 (i) ARP Request, ARP Reply, ARP Reply Destination Attack (Hosts in Data plane) [57]; (ii) Fingerprinting Network and Controller Type (SDN

Controller and Data Plane) [103]; (iii) Fingerprinting Critical Flow Rules (Switches in Data Plane) [103];
2020 (i) SYN Flood (Communication Interfaces) [85]; (ii) Disrupting SDN switches (Switches in Data Plane) [38]; (iii) Zombie Host (Communication

Interfaces and Hosts in Data Plane) [38]; (iv) Bu"ered Packet Hijacking (SDN Controller and Data Plane) [47]; (v) Network Policy Inconsistencies
(SDN Controller and Data Plane) [77]; (vi) Fingerprinting Match Fields of Flow Rules (SDN Controller and Data Plane) [61, 112]; (vii) Inter-channel
Cross Talk (SDN Controller and Data Plane) [80]; (viii) Link Discovery Attacks (Links in Data Plane) [40]; (ix) Worm-Hole Attack (SDN Controller
and Data Plane) [63]; (x) Data Dependency Creation & Hijacking (SDN Controller and Data Plane) [106]; (xi) Flow Table Entry Attack (Switches in
Data Plane) [36];

2019 (i) Cross-path Attack (Communication Interfaces) [45]; (ii) Cross!re Table-Over#ow Attack (Switches in Data Plane) [108]; (iii) Fingerprinting
SDN Applications Using Encrypted Control Tra$c (SDN Controller and SDN Apps) [48]; (iv) Exploiting Covert Channels (SDN Controller, Data
Plane, and SDN Apps) [46]; (v) Targeted Fiber Cuts (Data Plane) [116]; (vi) Single-switch, Two-switch, Extended Two-switch Tunnel Attack (Data
Plane) [44]; (vii) Topology Freezing and Reverse Loop (Data Plane) [81];

2018 (i) Con!guration Information Flood (SDN Controller) [54]; (ii) Link Flood (Links in Data Plane) [101, 102]; (iv) Control-Data plane Saturation Attack
(Communication Interfaces) [111]; (v) Cross-App Poisoning (SDN Controller and SDN Apps) [98]; (vi) Covert Channel Attacks (Data Plane) [79];
(vii) Cache Invalidation (SDN Controller) [54]; (viii) Control Plane Re#ection Attack (SDN Controller and Data Plane) [113]; (ix) Estimating Flow
Table Size & Flow State Reconnaissance (SDN Controller and Data Plane) [73]; (x) Port Amnesia & Port Probing (Data Plane) [93]; (xi) Blurred
Responsibilities (SDN Controller and Data Plane) [54];

SDN Defense Title (Component/s Secured)
2023 (i) GASF-IPP (Data Plane) [95]; (ii) Moving Target Defence (MTD) based DDoS Mitigation (Control Plane and Data Plane) [94]; (iii) DHCP DoS and

Starvation Mitigation (Control Plane and Data Plane) [66]; (iv) TCP SYN Flood Mitigation (Control Plane and Data Plane) [88]; (v) FtoDefender:
Flow Table Over#ow Mitigation [97] (Data Plane);

2022 (i) Cross Guard (Communication Interfaces) [107]; (ii) LICENSE (SDN Controller) [84]; (iii) Route Path Veri!cation (RPV) (Data Plane) [75]; (iv)
Cross-Plane DDoS Attack Defense (SDN Controller and Data Plane) [109]; (v) Eirene (SDN controller) [60]; (vi) Attack Detection and Mitigation
System (ADMS) [96]; (vii) Slow-rate DDoS Attack Mitigation (Control Plane and Data Plane) [110];

2021 (i) SYNGuard [83] (Control Plane and Data Plane); (ii) Probabilistic Scrambling and Controller Dynamic Scheduling (SDN Controller and Data
Plane) [103]; (iii) Intrusion Detection and Prevention System (IDPS) (Hosts in Data Plane) [57];

2020 (i) AEGIS (Communication Interfaces) [85]; (ii) Zombie Host Detection (Communication Interfaces and Hosts in Data Plane) [38]; (iii) ConCheck
(SDN Controller and Data Plane) [47]; (iv) Postponing Flow Installation (Control Plane and Data Plane) [61]; (v) Bilevel Optimization (SDN
Controller and Data Plane) [80]; (vi) SVHunter (SDN Controller and Data Plane) [106];

2019 (i) Reserving Bandwidth & Prioritizing Control Tra$c (Communication Interfaces) [45]; (ii) FireGuard (Switches in Data Plane) [108]; (iii) SDN-
RBAC (SDN Controller) [37]; (iii) Controller-Oblivious Dynamic Acesss Control using Flow Isolation (DFI) (SDN Controller) [58]; (iv) Credit-Based
Threshold Random Walk (CB-TRW) and Rate Limiting (RL) (Control Plane and Data Plane) [42]; (v) SDNSOC (Control Plane) [50]; (vi) Game
Theoretic Approach for Resilient Control Plane Design (Control Plane) [116]; (vii) Cryptographic Key to Compute MAC tag over DPID (Control
Plane and Data Plane) [81]; (viii) Model Checking based Approach for Identifying SDN Races (Control Plane) [99]; (ix) ARP Poisoning Detection &
Prevention by Checking Every ARP Packet (Data Plane) [71]; (x) Active ARP Inspection (AAI) (Data Plane) [105];

2018 (i) Adaptive Correlation Analysis (Data Plane) [114]; (ii) FMD (Control Plane and Data Plane) [104]; (iii) Woodpecker (Links in Data Plane) [102];
(iv) RADAR (Switches in Data Plane) [115]; (v) LFA (Link Flooding Attack) Defender (Links in Data Plane) [101]; (vi) FloodShield (Communication
Interfaces) [111]; (vii) SAFETY (Control Plane and Data Plane) [76]; (viii) PROVSDN (SDN Controller and SDN Apps) [98]; (ix) Covert Channel
Defender (Data Plane) [79]; (x) Synaptic (SDN Controller) [86]; (xi) ForenGuard (Control Plane and Data Plane) [100]; (xii) TopoGuard+ (Data Plane)
[93]; (xiii) SWGuard (SDN Controller and Data Plane) [113]; (xiv) Stealthy probing-based veri!cation (SPV) (Control Plane and Data Plane) [39];

Table 11: Score Ranges for Visibility (i.e., 𝑅 = 2)

Severity Lower Bound Upper Bound

Low 0.00 0.25
Medium 0.25 0.75
High 0.75 1.50
Critical 1.50 2.00

guide prioritization. These metrics support dynamic risk manage-
ment by re#ecting how factors like patching, exploit development,

or defense deployment in#uence real-world urgency and impact.
De!nitions are provided in rows𝑂𝐿1. to𝑂𝐿5. of Table 12 and𝑂𝐿𝑀6.,
𝑂𝐿𝑀7., 𝑂𝐿𝑁6., and 𝑂𝐿𝑁7. of Table 13.

10.2 Temporal Resource Assessment Metrics
These metrics do not re#ect changes in a vulnerability’s inherent
severity but rather track how the practical e"ort—such as operation
time, equipmemnt cost, or expertise—required to exploit or mitigate
it shifts over time. For example, public exploits may lower attack
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Table 12: Temporal Primary Assessment Metrics (TP-series) in the Odin Framework for Evaluating SDN Security.

Metric Metric Description Value Level Score Value Explanation
𝑝𝐿1. Temporal Accounts for how temporal TPL0 0.0 No change, unknown, or missing details.

Correctness correctess veri!cation TPL1 0.25 Correctness improvement: PL0 ⇒ PL1 or PL1 ⇒ PL2.
changes over time. TPL2 0.5 Correctness improvement: PL0 ⇒ PL2 or PL2 ⇒ PL3.

TPL3 0.75 Correctness improvement: PL1 ⇒ PL3.
TPL4 1.0 Correctness improvement: PL0 ⇒ PL3.

𝑝𝐿2. Temporal Accounts for how scalability TPL0 0.0 No change, unknown, or missing details.
Scalability changes over time. TPL1 0.25 Scalability improvement: PL0 ⇒ PL1 or PL1 ⇒ PL2.

TPL2 0.5 Scalability improvement: PL0 ⇒ PL2 or PL2 ⇒ PL3.
TPL3 0.75 Scalability improvement: PL1 ⇒ PL3.
TPL4 1.0 Scalability improvement: PL0 ⇒ PL3.

𝑝𝐿3. Temporal Accounts for how vendor TPL0 0.0 No change, unknown, or missing details.
Vendor independence changes over TPL1 ±0.25 Level transitions: PL0 ⇑ PL1, PL1 ⇑ PL2.

Independence time. TPL2 ±0.5 Level transitions: PL0 ⇑ PL2, PL2 ⇑ BL3.
TPL3 ±0.75 Level transition: PL1 ⇑ PL3.
TPL4 ±1.0 Level transition: PL0 ⇑ PL3.

𝑝𝐿4. Temporal Accounts for how TPL0 0.0 No change, unknown, or missing details.
Reproducibility reproducibility of an SDN TPL1 ±0.25 Level transitions: PL0 ⇑ PL1, PL1 ⇑ PL2.

attack or defense changes TPL2 ±0.5 Level transitions: PL0 ⇑ PL2, PL2 ⇑ PL3.
over time. TPL3 ±0.75 Level transition: PL1 ⇑ PL3.

TPL4 ±1.0 Level transition: PL0 ⇑ PL3.
𝑝𝐿5. Temporal Accounts for how TPL0 0.0 No change, unknown, or missing details.

Complexity complexity of an SDN TPL1 ±0.25 Level transitions: PL0 ⇑ PL1, PL1 ⇑ PL2.
attack or defense changes TPL2 ±0.5 Level transitions: PL0 ⇑ PL2, PL2 ⇑ PL3.

over time. TPL3 ±0.75 Level transition: PL1 ⇑ PL3.
TPL4 ±1.0 Level transition: PL0 ⇑ PL3.

Table 13: Temporal Primary Attack-Impact (TPA-series)-Defense-E"ectiveness (TPD-series) Assessment Metrics in the Odin
Framework for Evaluating SDN Security.

Metric Metric Description Value Level Score Value Explanation
𝑝𝐿𝑀6. Temporal Accounts for C, I, A : TPL0 0.0 No change or unknown or missing details.

Con!dentiality,
Integrity, and
Availability

temporal changes in
the impact of an SDN

attack.

C, I, A : TPL1 ± 0.25 Transition b/w levels: (C: PL0⇑ C: PL1) | (C: PL1⇑ C: PL2) |
(I: PL0⇑ I: PL1) | (I: PL1⇑ I: PL2) | (A: PL0⇑ A: PL1) | (A:
PL1 ⇑ A: PL2)

Impact (C , I,
A) C, I, A : TPL2 ± 0.5 Transition b/w levels: (C: PL0⇑ C: PL2) | (C: PL1⇑ C: PL3) |

(I: PL0⇑ I: PL2) | (I: PL1⇑ I: PL3) | (A: PL0⇑ A: PL2) | (A:
PL1 ⇑ A: PL3).

C , I, A : TPL3 ± 0.75 Transition b/w levels: (C: PL1⇑ C: PL3) | (I: PL1⇑ I: PL3) |
(A: PL1⇑ A: PL3).

C, I, A : TPL4 ± 1.0 Transition b/w levels: (C: PL0⇑ C: PL3) | (I: PL0⇑ I: PL3) |
(A : PL0 ⇑ A : PL3).

𝑝𝐿𝑀7. Temporal Accounts for TPL0 0.0 No change or unknown or missing details.
Severity temporal changes in TPL1 ± 0.25 Transition b/w levels: (PL0⇑ PL1) | (PL1 ⇑ PL2).
Level the severity level TPL2 ± 0.5 Transition b/w levels: (PL0⇑ PL2) | (PL2 ⇑ PL3).

of an SDN attack. TPL3 ± 0.75 Transition b/w levels: (PL1⇑ PL3).
TPL4 ± 1.0 Transition b/w levels: (PL0⇑ PL3).

𝑝𝐿𝑃6. Temporal Accounts for TPL0 0.0 No change or unknown or missing details.
Performance temporal changes in TPL1 ± 0.25 Transition b/w levels: (PL0⇑ PL1) | (PL1 ⇑ PL2).

Cost the performance TPL2 ± 0.5 Transition b/w levels: (PL0⇑ PL2) | (PL2 ⇑ PL3).
cost of an SDN TPL3 ± 0.75 Transition b/w levels: PL1⇑ PL3.

defense. TPL4 ± 1.0 Transition b/w levels: PL0⇑ PL3.
𝑝𝐿𝑃7. Temporal Accounts for temporal TPL0 0.0 No change or unknown or missing details.

Resilience changes in the TPL1 ± 0.25 Transition b/w levels: (PL0⇑ PL1) | (PL1 ⇑ PL2).
to resilience of an TPL2 ± 0.5 Transition b/w levels: (PL0⇑ PL2) | (PL2 ⇑ PL3).

Disruption SDN defense. TPL3 ± 0.75 Transition b/w levels: PL1⇑ PL3.
TPL4 ± 1.0 Transition b/w levels: PL0⇑ PL3.
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Table 14: Temporal Resource Assessment Metrics (TR-series) in the Odin Framework for Evaluating Resource Burden of SDN
Attacks and Defenses.

(Notation: TRLX → Level X for TR, where X = 0, 1, 2, 3, 4.)
Metric Metric Description Value

Level
Score Value Explanation

𝑝𝑅1. Temporal Accounts for temporal TRL0 0.0 No change or unknown.
Operation

Time
changes in operation time
to execute or mitigate

TRL1 ± 0.25 Small increase or decrease between adjacent resource levels (e.g., RL0
⇑ RL1).

SDN attacks or defenses. TRL2 ± 0.5 Moderate shift in time (e.g., RL0⇑ RL2 or RL2 ⇑ RL3).
TRL3 ± 0.75 Large jump in required time (e.g., RL1⇑ RL3).
TRL4 ± 1.0 Complete shift in time requirement (e.g., RL0⇑ RL3).

𝑝𝑅2. Temporal Accounts for temporal TRL0 0.0 No change or unknown.
Equipment

Cost
changes in hardware or

software cost for executing
TRL1 ± 0.25 Small cost shift between adjacent resource levels (RL0 ⇑ RL1 or RL1

⇑ RL2).
or mitigating SDN attacks TRL2 ± 0.5 Moderate cost shift (RL0 ⇑ RL2 or RL2 ⇑ RL3).

or defenses. TRL3 ± 0.75 Large change in cost (RL1⇑ RL3).
𝑝𝑅3. Temporal Accounts for changes TRL0 0.0 No change or unknown.

Workforce in personnel requirements TRL1 ± 0.25 Minor personnel change (RL0⇑ RL1 or RL1 ⇑ RL2).
Requirement for SDN CP/DP attack TRL2 ± 0.5 Moderate shift in workforce size (RL0⇑ RL2 or RL2 ⇑ RL3).

or defense over time. TRL3 ± 0.75 Large workforce shift (RL1⇑ RL3).
TRL4 ± 1.0 Full personnel change (RL0 ⇑ RL3).

𝑝𝑅4. Temporal Accounts for changes TRL0 0.0 No change or unknown.
Expertise in required skill level for TRL1 ± 0.25 Minor skill level change (RL0 ⇑ RL1 or RL1 ⇑ RL2).

SDN CP/DP attack or TRL2 ± 0.5 Moderate skill level shift (RL0⇑ RL2 or RL2 ⇑ RL3).
defense over time. TRL3 ± 0.75 Signi!cant jump in expertise required (RL1⇑ RL3).

TRL4 ± 1.0 Maximum skill level change (RL0 ⇑ RL3).

Table 15: Temporal Visibility Assessment Metrics (TV-series) in the Odin Framework for Evaluating Strategic Operational
Prominence of SDN Attacks and Defenses.

(Notation: TVLX→ Level X for TV, where X = 0, 1, 2, 3).
Metric Metric Description Value Level Score Value Explanation

TV. Temporal Measures the magnitude TVL0 0.0 No change or missing details.
Social of change in social impact TVL1 ± 0.25 Small change between adjacent levels (VL0 ⇑ VL1 or VL1 ⇑ VL2).
Impact over time (i.e., changes TVL2 ± 0.5 Moderate change (VL0 ⇑ VL2 or VL2⇑ VL3).

in citations, deployment TVL3 ± 0.75 Signi!cant jump in visibility (VL1 ⇑ VL3).
status. TVL4 ± 1.0 Complete shift from no visibility to top-tier recognition (VL0⇑ VL3).

costs, while widespread patching may increase defense overhead.
De!nitions are provided in Table 14.

10.3 Temporal Visibility Assessment Metrics
Temporal visibility metrics are designed to capture the evolving
community engagement and societal relevance of an SDN vulner-
ability or defense. Unlike the static venue subscore—anchored to
the original publication outlet—the social impact subscore re#ects
dynamic factors such as citations, real-world deployments, and pol-
icy in#uence. These changes indicate shifts in external recognition

rather than alterations in the underlying technical severity. Formal
de!nitions are provided in Table 15.

11 Odin Score Breakdown
To illustrate the practical application of the Odin framework, Ta-
ble 16 presents a detailed breakdown of scores for representative
SDN attack–defense pairs. The complete set of scores for all SDN
attacks and defenses is provided in Tables 17, 18, and 19.
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Table 16: Odin Breakdown of Primary, Resource, and Visibility Scores (for 2018 SDN Attacks and Defenses).

SDN Attack- SDN Defense Title 𝐿1. 𝐿2. 𝐿3. 𝐿4. 𝐿5. 𝐿𝑀6. 𝐿𝑀7. 𝐿𝑀8.
AT. 1 Controller Information Flood [54] PL3 PL2 PL2 PL3 PL2 PL0 PL1 PL1
DF. 1A OpenFlow Plugin-962 [4] PL0 PL0 PL1 PL0 PL1 N/A* N/A* N/A*
DF. 1B Heap Utilization Limit [54] PL0 PL0 PL0 PL0 PL0 N/A* N/A* N/A*
DF. 1C Eirene [60] PL3 PL3 PL1 PL3 PL1 N/A* N/A* N/A*
AT. 2 Blurred Responsibilities [54] PL3 PL3 PL2 PL3 PL3 PL0 PL3 PL2
DF. 2A OpenFlow Plugin-971 [5] PL0 PL0 PL1 PL0 PL1 N/A* N/A* N/A*
DF. 2B Node Reconciliation [54] PL0 PL0 PL0 PL0 PL0 N/A* N/A* N/A*
AT. 3 Cache Invalidation [54] PL3 PL3 PL1 PL3 PL3 PL1 PL1 PL0
DF. 3 AAA-151 [1] PL3 PL2 PL1 PL0 PL1 N/A* N/A* N/A*

SDN Attack-SDN Defense Title 𝐿𝑀9./𝐿𝑃6. 𝐿𝑃7. 𝑅1. 𝑅2. 𝑅3. 𝑅4. 𝑇1. 𝑇2.
AT. 1 Controller Information Flood [54] PL2/N/A* N/A* RL3 RL1 RL1 RL2 VL3 VL3
DF. 1A OpenFlow Plugin-962 [4] N/A*/PL0 PL1 RL0 RL2 RL0 RL2 VL0 VL2
DF. 1B Heap Utilization Limit [54] N/A*/PL0 PL0 RL0 RL0 RL0 RL0 VL3 VL0
DF. 1C Eirene [60] N/A*/PL2 PL3 RL3 RL2 RL1 RL2 VL1 VL2
AT. 2 Blurred Responsibilities [54] PL3/N/A* N/A* RL1 RL2 RL1 RL3 VL3 VL3
DF. 2A OpenFlow Plugin-971 [5] N/A*/PL0 PL1 RL0 RL2 RL1 RL2 VL0 VL2
DF. 2B Node Reconciliation [54] N/A*/PL0 PL2 RL0 RL0 RL0 RL0 VL3 VL0
AT. 3 Cache Invalidation [54] PL2/N/A* N/A* RL1 RL1 RL1 RL1 VL3 VL3
DF. 3 AAA-151 [1] N/A*/PL0 PL1 RL0 RL2 RL1 RL1 VL0 VL2

Note: PL*, RL*, and VL* levels 0–3 correspond to scores 0.0, 0.25, 0.5, and 1.0, respectively. N/A*→ Not Applicable.
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Table 17: Primary Score Breakdown for Table 7 (𝐿1.–𝐿5.).

SDN Attacks-SDN Defenses Year 𝐿1. 𝐿2. 𝐿3. 𝐿4. 𝐿5.
AT. 1 Controller Information Flood [54] 2018 PL3 PL2 PL2 PL3 PL2
DF. 1A OpenFlow Plugin-962 [4] 2018 PL0 PL0 PL1 PL0 PL1
DF. 1B Heap Utilization Limit [54] 2018 PL0 PL0 PL0 PL0 PL0
DF. 1C Eirene [60] 2022 PL3 PL3 PL1 PL3 PL1
AT. 2 Blurred Responsibilities [54] 2018 PL3 PL3 PL2 PL3 PL3
DF. 2A OpenFlow Plugin-971 [5] 2018 PL0 PL0 PL1 PL0 PL1
DF. 2B Node Reconciliation [54] 2018 PL0 PL0 PL0 PL0 PL0
AT. 3 Cache Invalidation [54] 2018 PL3 PL3 PL1 PL3 PL3
DF. 3 AAA-151 [1] 2018 PL3 PL2 PL1 PL0 PL1
AT. 4 Cross-App Poisoning [98] 2018 PL2 PL3 PL3 PL2 PL3
DF. 4 Prov-SDN [98] 2018 PL2 PL3 PL3 PL2 PL3
AT. 5 Control Plane Re#ection Attack [113] 2018 PL3 PL2 PL1 PL2 PL1
DF. 5 SWGuard [113] 2018 PL3 PL2 PL1 PL2 PL1
AT. 6 Port Amnesia & Port Probing [93] 2018 PL2 PL2 PL1 PL2 PL1
DF. 6 TopoGuard+ [93] 2018 PL2 PL2 PL1 PL2 PL1
AT. 7 Covert Channel Attacks [79] 2018 PL2 PL2 PL1 PL2 PL1
DF. 7 Covert Channel Defender [79] 2018 PL2 PL2 PL1 PL2 PL1
AT. 8 Link Flooding Attack [101] 2018 PL2 PL2 PL1 PL2 PL1
DF. 8 Link Flooding Defender [101] 2018 PL2 PL2 PL1 PL2 PL1
AT. 9 Cross!re Table-Over#ow [108] 2019 PL2 PL2 PL1 PL2 PL1
DF. 9 Fire Guard [108] 2019 PL2 PL2 PL1 PL2 PL1
AT. 10 Topology Freezing & Reverse Loop [81] 2019 PL1 PL2 PL1 PL2 PL1
DF. 10 Cryptographic Key for MAC tag over DPID [81] 2019 PL2 PL2 PL1 PL1 PL1
AT. 11 Cross-path Attack [45] 2019 PL3 PL3 PL3 PL2 PL3
DF. 11 Reserving Bandwidth & Prioritizing Control Tra$c [45] 2019 PL3 PL3 PL3 PL2 PL3
AT. 12 Fingerprinting Match Fields of Flow Rules [61] 2020 PL2 PL2 PL2 PL2 PL2
DF. 12 Postponing Flow Installation [61] 2020 PL2 PL2 PL2 PL2 PL2
AT. 13 Bu"ered Packet Hijacking [47] 2020 PL3 PL2 PL3 PL3 PL2
DF. 13 ConCheck [47] 2020 PL3 PL2 PL3 PL3 PL2
AT. 14 SYN Flood [85] 2020 PL3 PL2 PL1 PL2 PL1
DF. 14A AEGIS [85] 2020 PL3 PL2 PL1 PL2 PL1
DF. 14B SYNGuard [83] 2021 PL2 PL2 PL1 PL2 PL1
AT. 15A Fingerprinting Critical Flow Rules [103] 2021 PL2 PL1 PL2 PL1 PL2
AT. 15B Fingerprinting Network and Controller Type [103] 2021 PL2 PL1 PL2 PL1 PL2
DF. 15 Probabilistic Scrambling and Controller Dynamic Scheduling [103] 2021 PL2 PL1 PL2 PL1 PL2
AT. 16 Cross Path Attack [107] 2022 PL3 PL3 PL2 PL2 PL2
DF. 16 Cross Guard [107] 2022 PL3 PL3 PL2 PL2 PL2
AT. 17 Invisible Assailant Attack (IAA) [75] 2022 PL2 PL2 PL1 PL2 PL1
DF. 17 Route Path Veri!cation (RPV) [75] 2022 PL2 PL2 PL1 PL2 PL1
AT. 18 DHCP DoS and Starvation [66] 2023 PL2 PL2 PL3 PL1 PL3
DF. 18 DHCP DoS and Starvation Mitigation [66] 2023 PL2 PL2 PL3 PL1 PL3
AT. 19 Flow Table Over#ow [97] 2023 PL2 PL2 PL1 PL1 PL1
DF. 19 FTODefender [97] 2023 PL2 PL2 PL1 PL1 PL1
AT. 20 Marionette Attacks [49] 2024 PL3 PL3 PL1 PL3 PL3
DF. 20 Not Released yet. 2024 N/A N/A N/A N/A N/A

Note: PL* levels 0–3 correspond to scores 0.0, 0.25, 0.5, and 1.0, respectively. N/A→ Not Available. N/A*→ Not Applicable.
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Table 18: Primary Score Breakdown for Table 7 (𝐿𝑀6., 𝐿𝑀7., 𝐿𝑀8., 𝐿𝑀9., 𝐿𝑁6., 𝐿𝑁7.).

ID SDN Attack-SDN Defense Title Year 𝐿𝑀6. 𝐿𝑀7. 𝐿𝑀8. 𝐿𝑀9. 𝐿𝑃6. 𝐿𝑃7.
AT. 1 Controller Information Flood [54] 2018 PL0 PL1 PL1 PL2 N/A* N/A*
DF. 1A OpenFlow Plugin-962 [4] 2018 N/A* N/A* N/A* N/A* PL0 PL1
DF. 1B Heap Utilization Limit [54] 2018 N/A* N/A* N/A* N/A* PL0 PL0
DF. 1C Eirene [60] 2022 N/A* N/A* N/A* N/A* PL2 PL3
AT. 2 Blurred Responsibilities [54] 2018 PL0 PL3 PL2 PL3 N/A* N/A*
DF. 2A OpenFlow Plugin-971 [5] 2018 N/A* N/A* N/A* N/A* PL0 PL1
DF. 2B Node Reconciliation [54] 2018 N/A* N/A* N/A* N/A* PL0 PL2
AT. 3 Cache Invalidation [54] 2018 PL1 PL1 PL0 PL2 N/A* N/A*
DF. 3 AAA-151 [1] 2018 N/A* N/A* N/A* N/A* PL0 PL1
AT. 4 Cross-App Poisoning [98] 2018 PL0 PL2 PL1 PL1 N/A* N/A*
DF. 4 Prov-SDN [98] 2018 N/A* N/A* N/A* N/A* PL2 PL2
AT. 5 Control Plane Re#ection Attack [113] 2018 PL0 PL2 PL0 PL1 N/A* N/A*
DF. 5 SWGuard [113] 2018 N/A* N/A* N/A* N/A* PL2 PL2
AT. 6 Port Amnesia & Port Probing [93] 2018 PL0 PL2 PL0 PL1 N/A* N/A*
DF. 6 TopoGuard+ [93] 2018 N/A* N/A* N/A* N/A* PL2 PL2
AT. 7 Covert Channel Attacks [79] 2018 PL0 PL1 PL0 PL1 N/A* N/A*
DF. 7 Covert Channel Defender [79] 2018 N/A* N/A* N/A* N/A* PL2 PL2
AT. 8 Link Flooding Attack [101] 2018 PL0 PL0 PL1 PL1 N/A* N/A*
DF. 8 Link Flooding Defender [101] 2018 N/A* N/A* N/A* N/A* PL2 PL2
AT. 9 Cross!re Table-Over#ow [108] 2019 PL0 PL0 PL1 PL1 N/A* N/A*
DF. 9 Fire Guard [108] 2019 N/A* N/A* N/A* N/A* PL2 PL2
AT. 10 Topology Freezing & Reverse Loop [81] 2019 PL1 PL2 PL0 PL1 N/A* N/A*
DF. 10 Cryptographic Key for MAC tag over DPID [81] 2019 N/A* N/A* N/A* N/A* PL0 PL0
AT. 11 Cross-path Attack [45] 2019 PL0 PL2 PL1 PL1 N/A* N/A*
DF. 11 Reserving Bandwidth & Prioritizing Control Tra$c [45] 2019 N/A* N/A* N/A* N/A* PL2 PL2
AT. 12 Fingerprinting Match Fields of Flow Rules [61] 2020 PL2 PL0 PL0 PL1 N/A* N/A*
DF. 12 Postponing Flow Installation [61] 2020 N/A* N/A* N/A* N/A* PL1 PL2
AT. 13 Bu"ered Packet Hijacking [47] 2020 PL0 PL2 PL2 PL1 N/A* N/A*
DF. 13 ConCheck [47] 2020 N/A* N/A* N/A* N/A* PL2 PL2
AT. 14 SYN Flood [85] 2020 PL0 PL2 PL2 PL1 N/A* N/A*
DF. 14A AEGIS [85] 2020 N/A* N/A* N/A* N/A* PL1 PL2
DF. 14B SYNGuard [83] 2021 N/A* N/A* N/A* N/A* PL1 PL1
AT. 15A Fingerprinting Critical Flow Rules [103] 2021 PL1 PL0 PL0 PL1 N/A* N/A*
AT. 15B Fingerprinting Network and Controller Type [103] 2021 PL1 PL0 PL0 PL1 N/A* N/A*
DF. 15 Probabilistic Scrambling and Controller Dynamic Scheduling [103] 2021 N/A* N/A* N/A* N/A* PL2 PL1
AT. 16 Cross Path Attack [107] 2022 PL0 PL1 PL1 PL1 N/A* N/A*
DF. 16 Cross Guard [107] 2022 N/A* N/A* N/A* N/A* PL2 PL2
AT. 17 Invisible Assailant Attack (IAA) [75] 2022 PL0 PL0 PL0 PL1 N/A* N/A*
DF. 17 Route Path Veri!cation (RPV) [75] 2022 N/A* N/A* N/A* N/A* PL2 PL2
AT. 18 DHCP DoS and Starvation [66] 2023 PL0 PL0 PL1 PL1 N/A* N/A*
DF. 18 DHCP DoS and Starvation Mitigation [66] 2023 N/A* N/A* N/A* N/A* PL1 PL3
AT. 19 Flow Table Over#ow [97] 2023 PL0 PL0 PL0 PL1 N/A* N/A*
DF. 19 FTODefender [97] 2023 N/A* N/A* N/A N/A* PL1 PL2
AT. 20 Marionette Attacks [49] 2024 PL1 PL3 PL2 PL3 N/A* N/A*
DF. 20 Not Released yet. 2024 N/A* N/A* N/A* N/A* N/A N/A

Note: PL* levels 0–3 correspond to scores 0.0, 0.25, 0.5, and 1.0, respectively. N/A→ Not Available. N/A*→ Not Applicable.
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Table 19: Resource and Visibility Score Breakdown for Table 7.

ID SDN Attack-SDN Defense Title Year 𝑅1. 𝑅2. 𝑅3. 𝑅4. 𝑇1. 𝑇2.
AT. 1 Controller Information Flood [54] 2018 RL3 RL1 RL1 RL2 VL3 VL3
DF. 1A OpenFlow Plugin-962 [4] 2018 RL0 RL2 RL0 RL2 VL0 VL2
DF. 1B Heap Utilization Limit [54] 2018 RL0 RL0 RL0 RL0 VL3 VL0
DF. 1C Eirene [60] 2022 RL3 RL2 RL1 RL2 VL1 VL2
AT. 2 Blurred Responsibilities [54] 2018 RL1 RL2 RL1 RL3 VL3 VL3
DF. 2A OpenFlow Plugin-971 [5] 2018 RL0 RL2 RL1 RL2 VL0 VL2
DF. 2B Node Reconciliation [54] 2018 RL0 RL0 RL0 RL0 VL3 VL0
AT. 3 Cache Invalidation [54] 2018 RL1 RL1 RL1 RL1 VL3 VL3
DF. 3 AAA-151 [1] 2018 RL0 RL2 RL1 RL1 VL0 VL2
AT. 4 Cross-App Poisoning [98] 2018 RL3 RL2 RL2 RL3 VL3 VL3
DF. 4 Prov-SDN [98] 2018 RL2 RL2 RL1 RL3 VL3 VL3
AT. 5 Control Plane Re#ection Attack [113] 2018 RL1 RL2 RL2 RL3 VL2 VL2
DF. 5 SWGuard [113] 2018 RL2 RL2 RL1 RL3 VL2 VL2
AT. 6 Port Amnesia & Port Probing [93] 2018 RL1 RL2 RL2 RL2 VL2 VL2
DF. 6 TopoGuard+ [93] 2018 RL2 RL2 RL2 RL2 VL2 VL2
AT. 7 Covert Channel Attacks [79] 2018 RL3 RL2 RL1 RL2 VL2 VL2
DF. 7 Covert Channel Defender [79] 2018 RL2 RL2 RL1 RL2 VL2 VL2
AT. 8 Link Flooding Attack [101] 2018 RL1 RL2 RL2 RL2 PL2 PL2
DF. 8 Link Flooding Defender [101] 2018 RL2 RL2 RL1 RL2 VL2 VL2
AT. 9 Cross!re Table-Over#ow [108] 2019 RL1 RL2 RL1 RL2 VL2 VL1
DF. 9 Fire Guard [108] 2019 RL2 RL2 RL1 RL2 VL2 VL1
AT. 10 Topology Freezing & Reverse Loop [81] 2019 RL3 RL2 RL1 RL3 VL3 VL2
DF. 10 Cryptographic Key for MAC tag over DPID [81] 2019 RL2 RL2 RL1 RL3 VL3 VL2
AT. 11 Cross-path Attack [45] 2019 RL3 RL2 RL2 RL3 VL3 VL3
DF. 11 Reserving Bandwidth & Prioritizing Control Tra$c [45] 2019 RL2 RL2 RL1 RL3 VL3 VL3
AT. 12 Fingerprinting Match Fields of Flow Rules [61] 2020 RL3 RL2 RL2 RL2 VL1 VL1
DF. 12 Postponing Flow Installation [61] 2020 RL2 RL2 RL1 RL2 VL1 VL1
AT. 13 Bu"ered Packet Hijacking [47] 2020 RL3 RL2 RL2 RL3 VL3 VL1
DF. 13 ConCheck [47] 2020 RL2 RL2 RL1 RL3 VL3 VL1
AT. 14 SYN Flood [85] 2020 RL3 RL2 RL1 RL2 VL2 VL1
DF. 14A AEGIS [85] 2020 RL2 RL2 RL1 RL2 VL2 VL1
DF. 14B SYNGuard [83] 2021 RL2 RL2 RL1 RL2 VL1 VL1
AT. 15A Fingerprinting Critical Flow Rules [103] 2021 RL3 RL2 RL2 RL2 VL1 VL1
AT. 15B Fingerprinting Network and Controller Type [103] 2021 RL3 RL2 RL2 RL2 VL1 VL1
DF. 15 Probabilistic Scrambling and Controller Dynamic Scheduling [103] 2021 RL2 RL2 RL2 RL2 VL1 VL1
AT. 16 Cross Path Attack [107] 2022 RL3 RL2 RL2 RL3 VL2 VL1
DF. 16 Cross Guard [107] 2022 RL2 RL2 RL1 RL3 VL2 VL1
AT. 17 Invisible Assailant Attack (IAA) [75] 2022 RL3 RL2 RL1 RL2 VL2 VL1
DF. 17 Route Path Veri!cation (RPV) [75] 2022 RL2 RL2 RL1 RL1 VL2 VL1
AT. 18 DHCP DoS and Starvation [66] 2023 RL1 RL2 RL1 RL1 VL1 VL0
DF. 18 DHCP DoS and Starvation Mitigation [66] 2023 RL2 RL2 RL1 RL1 VL1 VL0
AT. 19 Flow Table Over#ow [97] 2023 RL1 RL2 RL1 RL1 VL1 VL0
DF. 19 FTODefender [97] 2023 RL1 RL2 RL1 RL1 VL1 VL0
AT. 20 Marionette Attacks [49] 2024 RL1 RL2 RL1 RL3 VL3 VL3
DF. 20 Not Released yet. 2024 N/A N/A N/A N/A N/A N/A

Note: RL* and VL* levels 0–3 correspond to scores 0.0, 0.25, 0.5, and 1.0, respectively. N/A→ Not Available. N/A*→ Not Applicable.
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